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FOREWORD

These proceedings contain the papers and posters of the International Conferences on
Internet Technologies & Society (ITS 2016), Educational Technologies (ICEduTech 2016)
and Sustainability, Technology and Education (STE 2016), which have been organised by
the International Association for Development of the Information Society and co-organised
by the RMIT University, in Melbourne, Australia, 6 - 8 December 2016.

The Internet Technologies & Society conference aims to address the main issues of concern
within WWW/Internet as well as to assess the influence of Internet in the Information
Society.

Broad areas of interest are Internet Technologies, Information Management, e-Society and
Digital Divide, e-Business / e-Commerce, e-Learning, New Media and e-Society, Digital
Services in e-Society, e-Government / e-Governance and e-Health. These broad areas are
divided into more detailed areas (see below). However innovative contributes that did not
fit into these areas were also considered since they are of benefit to conference attendees:

e Internet Technologies: Electronic Data Interchange (EDI), Intelligent Agents,
Intelligent Systems, IS Security Issues, Mobile Applications, Multimedia
Applications, e-Payment Systems, Protocols and Standards, Semantic Web and
XML, Services, Architectures and Web Development, Software Requirements and
Web Architectures, Storage Issues, Strategies and Tendencies, System
Architectures, Telework Technologies, Ubiquitous Computing, Virtual Reality,
Web 2.0 Technologies, Social Networking and Marketing and Wireless
Communications.

e Information Management: Computer-Mediated Communication, Content
Development, Cyber Law and Intellectual Property, Data Mining, e-Publishing and
Digital Libraries, Human Computer Interaction and Usability, Information Search
and Retrieval, Knowledge Management, Policy Issues, Privacy Issues, Social and
Organizational Aspects, Virtual Communities, Internet and Disability, Internet and
Aging Population, e-Society and Digital Divide, Social Integration, Social
Bookmarking, Social Software, e-Democracy and Social Integration.

e c¢-Society and Digital Divide: Social Integration, Social Bookmarking, Social
Software, e-Democracy and Social Integration.

e c-Business / e-Commerce: Business Ontologies and Models, Digital Goods and
Services, e-Business Models, e-Commerce Application Fields, e-Commerce
Economics, e-Commerce Services, Electronic Service Delivery, e-Marketing,
Languages for Describing Goods and Services, Online Auctions and Technologies,
Virtual Organisations and Teleworking.

e c-Learning: Collaborative Learning, e-Mobile Learning , Curriculum Content
Design & Development, Delivery Systems and Environments, Educational Systems
Design, e-Citizenship and Inclusion, e-Learning Organisational Issues, Evaluation
and Assessment, Political and Social Aspects, Virtual Learning Environments and
Issues and Web-based Learning Communities.

X1
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e New Media and e-Society: Digitization, Heterogeneity and Convergence,
Interactivity and Virtuality, Citizenship, Regulation and Heterarchy, Innovation,
identity and the global village syndrome, Internet Cultures and new interpretations
of “Space” and Polity and the Digitally Suppressed.

e Digital Services in e-Society: Service Broadcasting, Political Reporting,
Development of Digital Services, Freedom of Expression, e-Journalism and Open
Access.

e e-Government /e-Governance: Accessibility, Democracy and the Citizen, Digital
Economies, Digital Regions, e-Administration, e-Government Management,
e-Procurement, e-Supply Chain, Global Trends, National and International
Economies and Social Inclusion.

e c-Health: Data Security Issues, e-Health Policy and Practice, e-Healthcare
Strategies and Provision, Legal Issues, Medical Research Ethics and Patient Privacy
and Confidentiality.

The International Conference on Educational Technologies (ICEduTech) is the scientific
conference addressing the real topics as seen by teachers, students, parents and school
leaders. Scientists, professionals and institutional leaders are invited to be informed by
experts, sharpen the understanding what education needs and how to achieve it.

Topics for the ICEduTech Conference:

e Education in Context: Education in the Network Society, Educational Games,
Social Media in Education, Home Schooling, Students’ Rights, Parents’ Rights,
Teachers’ Rights, Student-Safe Searching, School Violence, Education and
Tolerance for Peace and Education in Developing Countries.

e Education as Professional Field: Teacher Education, Teachers’ Professional
Development, Teachers’ Workload, Teacher Support for Grading, Time Tabling,
Grading, Learning Tools, and Online Learning Software, Teachers’ Learning in
Communities of Practice, Web-based Communities for Teacher Support, Teachers’
Career Planning, Legal and Financial Issues, Conflict Resolution and Mediation,
Governance and Servant Leadership and Educational Policies.

e Curricular Evolution: Problem-based Learning, Critical Thinking Skills, Creativity
Skills, Learning Citizenship, Global Education, Media Literacy / Pedagogy,
Multicultural Education and Alternative Assessment Methods.

e Learner Orientation: Student-Oriented Learning, Peer- and Collaborative Learning,
Learning Strategies: Learn how to Learn, Motivating Students, Recognizing
Students’ Learning Styles and Special Education.

e Integrating Educational Technologies: Social Media and Social Networking, The
Semantic Web 3.0, Podcasting for Broadcasting Video Lectures, Podcasting
feedback to students, Wiki and blogs in Higher Education, Mobile, Virtual and
Vicarious Learning and Simulations and Modeling.

e International Higher Education: Marketing Higher Education as a Business Case,
Pitfalls and Solutions in Joint and Double Degree Programs, Enculturation and
International Teacher Accreditation, Web-based, Mobile, Virtual Presence and

xii
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Social Media to Overcome Student Mobility, Blended Learning and Student
Assessment at a Distance, Student Mobility and Distance Education,
New-Emerging Standards and Benchmarks for Higher Education, Education,
Research, Exchange an Capacity Building, 21st Century Academic and Industrial
Brain Exchange, Academic Salaries, Faculty Contracts, Residence Permits and
Legal Issues, International Student Exchange Funding Programs: Erasmus Mundus,
the U.S. Council on International Educational Student Exchange, and the
Euro-American “Atlantis” program, Networks for International Higher Education in
the Pacific, Australia, Europe, Asian and European countries and Higher Education,
Cultural Diversity, Tolerance and Political Conflict.

The International Conference on Sustainability, Technology and Education (STE) aims to
address the main issues which occur by assessing the relationship between Sustainability,
Education and Technology.

Broad areas of interest are: Sustainability and Leadership, Sustainability and Green IT,
Sustainability and Education. These broad areas are divided into more detailed areas (see
below).

e Sustainability and Leadership: Sustainability and Management, Corporate Social
Responsibility and Sustainable Design, Sustainable Design and Business Strategy,
Sustainability and Accounting, Sustainability and Finance and Economic, Sustainability
and Marketing and Barding, Technology Development and Innovation at Small and
Medium-Sized Enterprises, Sustainability and Natural Resources, Sustainability and
Sustainable Design, Sustainability and Ethics, Sustainability and Stewardships,
Sustainability, value and business strategy, Sustainability and Social, Sustainability and
Culture, Sustainability and Environment, Sustainability and Law, Sustainability and
Developed Countries, Sustainability and Developing Countries and Sustainability and
SME.

e Sustainability and Green IT: Sustainability and Social Media, Sustainability and Online
Community, Sustainability, Green IT and Internet, Innovation of Green Technologies, -
Green Procurement, Green IT and Energy, Green IT and e-Waste, Technologies and
Green IT, Green IT and Sustainable Design, Green IT Development and Sustainability,
Green Supply Chain and Logistics, Sustainability and Green IT Policy and standards,
Green IT and Sustainability and escorting to change, Sustainability and Green IT
business, Sustainability and Green IT Infrastructure and Cloud computing and
virtualization.

e Sustainability and Education: Education and Training, Accreditation, Green IT and
teaching, Sustainability and Green Campus, Education for Sustainability, Sustainability

and Curriculum frameworks, Shifting toward Sustainability, Sustainability and Future
Generation and Sustainability and e-Society.

Xiii
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These events received 136 submissions from more than 25 countries. Each submission was
reviewed in a double-blind review process by an average of four independent reviewers to
ensure quality and maintain high standards. Out of the papers submitted, 32 got blind
referee ratings that published them as full papers, which means that the acceptance rate was
24%. Some other submissions were published as short and reflection papers, doctoral
consortium and posters.

Selected papers of the best papers from these conferences will be published as extended
versions in the IADIS International Journal on WWW/Internet (IJWI) (ISSN 1645-7641),
the TADIS International Journal on Computer Science and Information Systems (IJCSIS)
(ISSN 1646-3692) and other selected journals and/or books.

In addition to the presentation of full papers, short papers, reflection papers, doctoral
consortium and posters, the conference program also includes three keynote presentations
from internationally distinguished researchers. We would therefore like to express our
gratitude to Ms. Brenda Aynsley, OAM, Fellow ACS, Australia, Dr. Kathy Lynch,
University of the Sunshine Coast, Australia and Associate Professor Pedro Isaias, The
University of Queensland, Australia.

A successful conference requires the effort of many individuals. We would like to thank the
members of the Program Committee for their hard work in reviewing and selecting the
papers that appear in this book. We are especially grateful to the authors who submitted
their papers to this conference and to the presenters who provided the substance of the
meeting. We wish to thank all members of our organizing committee.

Last but not least, we hope that participants enjoyed Melbourne and their time with
colleagues from all over the world.

Piet Kommers, University of Twente, The Netherlands
Tomayess Issa, Curtin University, Perth, Australia
Theodora Issa, Curtin University, Perth, Australia
Conference Co-Chairs

Elspeth McKay, RMIT University, Australia
Pedro Isaias, The University of Queensland, Australia
Conference Program Co-Chairs

Melbourne, Australia
December 2016
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KEYNOTE LECTURES

RIDING THE INNOVATION WAVE, AUSTRALIAN ICT PRACTICE
IN A GLOBAL CONTEXT

By Ms. Brenda Aynsley,
OAM, Fellow ACS,
Australia

Abstract

How much should we be riding the innovation wave in 2017 and beyond?

That Australian possess a great deal of ingenuity is well know around the world. Our
capacity to apply it to solve everyday problems is quite legendary. Some of the technology
inventions showcased each week on programs like Shark Tank, including one by a
14-year-old boy, give me confidence that Australia can harness innovation to drive
prosperity. However, a capacity for innovation is just a starting point.

While digital disruption is a reality and businesses need to respond both quickly and
flexibly to changing market conditions, it is essential that we do so in a way that is also
responsible and consider any limitations posed by issues such as privacy, security and the
need to mitigate risk. We must ensure that we don’t just innovate for the sake of it, but that
we balance creative licence with ethics and accountability to deliver “responsible
innovation”.

That requires actors who understand this concept.
Finding the right balance between innovation that responds to the changing needs of a
business and the disciplines required for effective ICT delivery is a significant challenge for

many in ICT management.

This talk will address the issues inherent is “responsible innovation”.

xXx1
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NON-DISCIPLINE GRADUATE SKILLS: REVIEW AND
ASSESSMENT

By Dr. Kathy Lynch,
University of the Sunshine Coast,
Australia

Abstract

The need to identify the non-discipline skills our information technology graduates require
to be successful contributors and collaborators in today’s workforce has been studied for
over a decade. Further, in more recent times their specific inclusion in university curricula
has appeared. However, identification and development of specific non-discipline graduate
skills are only two components of the puzzle; what now needs greater exploration, is a
review of these skills and how to effectively and fairly assess these them.

This keynote demonstrates the need not only to review the non-discipline skills required by
today’s graduates but our obligation as curriculum developers and lecturers to fairly assess
them to ensure that graduates are ready for the workforce they will enter.

LEARNING ANALYTICS: PAST, PRESENT AND FUTURE

By Associate Professor Pedro Isaias,
The University of Queensland, Brisbane,
Australia

Abstract

Learning Analytics (LA) has gained more importance with the years and now is currently
playing a key role in student strategies. These strategies can be fully achieved through a
proper and strategic use of LA.

This keynote introduces LA, looking at its origin, its objectives and how it works. Then it
discusses LA’s importance the current challenges and LA in practice with some examples

being presented and analysed. Future directions are indicated and the LACE project is
presented.

xxil
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ECG IDENTIFICATION SYSTEM USING NEURAL
NETWORK WITH GLOBAL AND LOCAL FEATURES

Kuo-Kun Tseng', Dachao Lee' and Charles Chen?
!Department of Computer Science and Technology, Harbin Institute of Technology, Shenzhen Graduate School,
Shenzhen, China
2School of Information Technology, Beijing Institute of Technology, Zhuhai, China

ABSTRACT

This paper proposes a human identification system via extracted electrocardiogram (ECG) signals. Two hierarchical
classification structures based on global shape feature and local statistical feature is used to extract ECG signals. Global
shape feature represents the outline information of ECG signals and local statistical feature extracts the information
between signals in time domain. Genetic algorithm based back propagation neural network is used as the specific
classifier. Experiment results show that our identification system can achieves an average 97.6% accuracy on a 38
subjects of PTB public ECG database and an average 100% accuracy on an 18 subjects of MIT-BIH public ECG
database, which demonstrates the proposed system can reach satisfactory effects.

KEYWORDS

ECG, Global shape feature, Local statistical feature, two hierarchical classification structures

1. INTRODUCTION

Automatic human identification using physiological modality has been widely researched as its significance
in many security areas. A lot of works have been studied on human identification such as facial features
(Samaria and Harter, 1994; Nagamine et al, 1992), gait (Kale et al, 2003), fingerprint (Hodges and Pollack,
2007), and iris (Zhu et al, 2000) etc. However, these biometrics modalities either can not provide reliable
performance in terms of identification accuracy or are not robust enough against falsification.
Electrocardiogram (ECG) is a method to measure and record different electrical potentials of the heart, which
is considered to be a unique system of each person. The main reason to use ECG signals to identify
individuals is due to its physiological and geometrical differences (Hoekema et al, 2001).

Recently, ECG signals for human identification have been widely studied. To build an efficient ECG
human identification system, the very important element is the distinctive features extracted from ECG
signals. Some methods are proposed for ECG feature extraction. Kyoso and Uchiyama (2001) present a
system which identifies subjects based on a comparison of a person’s ECG with previously registered ECG
feature parameters. These feature parameters are sampled from the intervals and durations of the
electrocardiographic wave extracted using characteristic points appearing on the waveform of the second
order derivative and are identified using discriminate analysis. Wang et al. (2013) proposed ECG signals for
human identification based on sparse representation of local segments, which is extracted from an ECG
signal and projected to a small number of basic elements in a dictionary. Biel et al. (2001) extracted attributes
that are temporal and amplitude distances between detected fiducial points. They proposed two extraction
methods called analytic-based method and appearance-based method.

In this paper, two different features of ECG signal have been extracted as global shape feature and local
statistical feature. Due to the different representation information of those two kind features, a two
hierarchical classification structure has been designed mainly spired by the idea of changing large class
number problem to small class number problem. In the comparison phase, genetic algorithm based back
propagation neural network (GA-BPNN) combined classifier is used.
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The rest of this paper is organized as follows. The related works is presented in Section 2. Section 3
introduces preprocessing of ECG signals and two feature extraction algorithm. The two hierarchical
classification structure is explained in Section 4. We give the experiment results in Section 5. Finally, our
paper is ended with the concluding remarks in Section 6.

2. RELATED WORKS

Automatic and accurate human identification systems have become increasingly important in several aspects
of daily lives, such as in access control, financial transactions, electronic commerce and other. Traditional
strategies to accomplish identification (e.g., “password”, “IDs”) are no longer adequate to satisfy modern
requirements. Compared to traditional methods, biometrics features are more reliable and secure in verifying
individuals. There are two main biometrics features for human identification system, which can be refer to
either physiological or behavioral. Physiological biometrics features commonly include face, fingerprints,
reting, iris, and etc. Behavioral biometrics features include signature, voice, and etc.

An ECG signal describes the electrical activity of the heart over time and can be recorded noninvasively
using electrodes attached to the surface of the body (Silipo et al, 1996). Advantages of using the ECG for
biometrics recognition include universality, permanence and uniqueness, robustness to attack, aliveness
detection, and data minimization (Agrafioti et al, 2011). Previous works about feature vectors measured from
different parts of ECG signals for classification can be summarized as either fiducial points dependent or
independent. Fiducial point dependent methods depend on local characteristics of the heartbeat, such as time
duration, or amplitude differences between fiducial points. The non-fiducial point approaches extract features
statistically based on overall morphology of waveform (Agrafioti et al, 2011).

Biel et al. (2001) used an equipment called SIEMENS to transfer and convert ECG to a usable format. A
feature selection algorithm based on correlation matrix is employed to reduce the dimension of features. The
method used to classify persons is SIMCA (Soft Independent Modeling of Class Analogy). The SIMCA
model will find similarities between test objects and classes rather than identical behavior. The experiment
tested 20 persons and 100% identification rate was achieved by using empirically selected features. Lack of
automatic identification is the major drawback.

Saechia et al. (2005) proposed a human identification system using Fourier transform of ECG signal as
feature extraction tool. Once the ECG signals are normalized to be based on the same heart rate, three
subsequences are divided and corresponded to P, QRS, and T waves, respectively. From the resulted Fourier
coefficients, only significant elements are selected and employed in neural network for classification. Among
the using database, their experiment results show that the proposed system can identify 31 strangers of 35
individuals.

Wang et al. (2008) presents a systematic analysis for human identification from ECG data. A
fiducial-detection-based framework that incorporates analytic and appearance attributes is introduced.
Existing solutions for ECG signals recognition are based on temporal and amplitude distances between
detected fiducial points. Such method heavily relies on the accuracy of fiducial detection. To completely
relax the detection of fiducial points, a new approach based autocorrelation in conjunction with discrete
cosine transform is proposed. Two public ECG databases (PTB and MIT-BIH) are used. Experiment results
show the proposed framework can achieve 100% subject/individual identification.

3. PROPOSED METHOD

Human identification is essentially a pattern recognition problem which basically involves signal
preprocessing, feature extraction, and classification. ECG signal is one of the most important biometric
attributes and it can be used for human identification due to the fact that different individuals have different
physiological and geometrical hearts, which displays certain uniqueness in their ECG signals.

ECG signals are the recordings of the electrical activity of the heart. It can be roughly divided into phases
of depolarization and repolarization (Biel et al, 2001). The depolarization phases correspond to the P-wave
and QRS-wave. The repolarization phases correspond to the T-wave. A basic ECG signal cycle is shown in
Figure 1.
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R-R Interval

S
Figure 1. Basic ECG Signal Cycle

3.1 Preprocessing

The raw ECG signals usually contain low and high noise components (lIsrael et al, 2005). The low frequency
noise is expressed as the slope of the overall signal across multiple heartbeat traces. The high frequency noise
is expressed as the intra-beat noise. Reference (Israel et al, 2005) points out that three fundamental
frequencies can be identified: the 60Hz electrical noise due to power line, the 1.10Hz heartbeat information
and 0.06Hz change in baseline electrical potential. The remainder of the frequency is a combination of other
noise source and subject information. The goal of filtering is to remove the 0.06 and 60Hz noise while
retaining the individual heartbeat information between 1.10Hz and 40Hz. In this system, Butterworth band-
pass filter is selected to perform noise filtering. The cutoff frequencies of the filter is 1Hz-40Hz based on
empirical results.

Noise filtering preprocessing of ECG signal is to minimize the negative effects of noises. Figure 2 gives a
graphic illustration of the applied preprocessing procedure.
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Figure 2. ECG signal preprocessing

3.2 Global Shape Feature

The ECG is non-periodic but highly repetitive signal. For one same person, the shape of R-R intervals of
ECG signal is nearly the same. But for different people, the shape of R-R intervals is also some kind
different. Global shape features are extracted based on this attribute. After preprocessing of one ECG signal,
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R points are found in the signal, and then ten R-R intervals are cut from the ECG signal to average into one
interval.
Assume one person has N normal R-R intervals denoted asS ={S1,S>,Ss,.....,Sn}, then the average R-R

length of these N normal R-R intervals calculated and denoted asﬂ:zi!' Si|/n, where |Si|is the length

of Si . If|Si|>u , this R-R interval should be compress and the position of deleting point is
at|| Si| /(| Si| —u) +1]; if| Si|< g, this R-R interval should be fill with mean value of two points and one

point is right before the positi0n|_| Si|lu—(Si)) +1J and one is right after the position. Make sure length
of all the N R-R intervals are equal to £ now. We get the global shape feature G by Gi = Zr;:lsi,- , Where

i=1, 2, 3,...., i . Figure 3 shows the basic diagram of global shape feature extraction.

) A A Y e S el e ) N e

Figure 3. Diagram of global shape feature extraction

3.3 Local Statistical Feature

Local statistical feature are extracted based on statistical counting and ranking of binary patterns that
converted by ECG signal samples. According to (Fufu and Tseng, 2012), some advantages of statistical based
algorithm are: there is no need for QRS detection while running the algorithm and the result may still be
robust to dynamic variation of ECG signals; variations of the length and the sampling rate of matching
signals are allowed; the algorithm performs rapidly with low computational complexity.

Consider ECG signal as S ={X, Xz,...Xi,.....Xn} , where Xi corresponds to the ith input data. An
interval-distance-set between Xiand X; is denoted as | ={l,I-,....... I}, where all i in | is integer and

represent as a distance. According to interval-distance-set, compare each pair of consecutive input signals
and categorise the data into one of the two cases: a decrease or increase in Xi. A preliminary reduced
function then maps these two cases to 0 or 1, respectively, according to (1):

{,XHIpSXi,KiSn
yi=
Xivip>Xi, 1< p<I

Equation (1) converts the ECG signal of length n to a binary sequenceY ={yi, y2,....ya -1} of lengthn —1.
Group every min Y into a rank order binary sequence of length m, referred to as an m-bit word; collect all
such words to form a rank order binary pattern B ={bs, b2,. bx,...bs - n}where b = {yx, yc < 1,.....¥c « m - 1}. We

then convert each m -bit word b« to its decimal expansion w« . Next, count the occurrences of all wx and sort
them in order of descending frequency. Fork =1,2,....n—m, define j = wk. It is obvious that values of j

range from 0 to 2™-1 Let p(j) be the corresponding relative frequency of j, p(j)=n/(n—m) and

z(_zmo’l’ n = n—m, and it is the local statistical feature.
j=
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4. HIERARCHICAL CLASSIFICATION STRUCTURE

Global shape features and Local statistical features are two complementary representations of the
characteristics of the ECG signals. An efficient integration of these two kinds of features will enhance the
identification performance.

4.1 Back Propagation Neural Network

Back propagation, an abbreviation for "backward propagation of errors", is a common method of training
artificial neural networks. The BPNN (Back Propagation Neural Network) algorithm learns the weights for a
multilayer network, given a network with a fixed set of units and interconnections. It employs gradient
descent to attempt to minimize the squared error between the network output values and the target values for
those outputs.

Each training example is a pair of the form < X,t >, where X is the vector of network input values, and

t is the vector of target network output values and n is the learning rate(e.g., 0.05). We denoted ni as the
number of network input, nmue the number of units in the hidden layer, and no.: the number of output units.
The input from unit i into unit j is denoted X; , and the weight from uniti to unit j is denoted W; . First we
create a feed-forward network with nin inputs, nmen hidden units, and nowe output units. Initialize all network
weights to small random numbers. For each < X,t > in training examples, we do propagate the input

forward through the network: Input the instance X to the network and compute the output o. of every unit u
in the network. The sigmoid unit first computes a linear combination of its inputs, and then applies a
threshold to the result. In the case of the sigmoid unit, however, the threshold output is a continuous function

of its input. More precisely, the sigmoid unit computes its output o aso = o(W e X) where o(y) = ]/(1+ e”)
. Then propagate the errors backward through the network. For each network output unit k, calculate its error
term & = a(1— a)(t — o) . For each hidden unith, calculate its error term & = on(1— )2, upusWindk , then

update each network weight Wi =W; + AwW; where Aw;(n) = 70X + aAw;i(n—1) . This is called
adding momentum, which is a common way in weight-update rule.

4.2 Genetic Algorithm Based on Back Propagation Neural Network
(GA-BPNN)

In recent years, genetic algorithm based on artificial neural network model as an objective or fitness function
has been applied successfully in optimizing the input space of various bioprocess studies (Zhang et al, 2007).
Genetic algorithm is an artificial intelligence-based stochastic non-linear optimization technique which
solves optimization problems based on natural selection, the process that drives biological evolution. Using
genetic algorithm is capable of finding both the weights and the architecture of a neural network, including
number of layers, the processing elements per layer and the connectivity between processing elements.

4.3 Hierarchical Classification Structure

To better utilize the complementary characteristics of global shape feature and local statistical feature, a two
hierarchical classification structure have been adopted mainly spired by the idea of changing large class
number problem to small class number problem. In pattern recognition, when the number of classes is large,
the boundaries between different classes tend to be complex and hard to separate. It will be easier if we can
reduce the possible number of classes and perform classification in a smaller scope (Wang et al, 2008). Using
a hierarchical architecture, we can first classify the input into a few potential classes, and a second-level
classification can be performed within these candidates.
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Figure 4 is the basic chart of the two hierarchical architectures. In the first step, we could use the global
shape feature for classification using GA-BPNN. During this step, most unrelated subjects are filtered. If all
the test samples can be classified as one subject, then the first GA-BPNN classifier can output this result
directly. Otherwise, the local statistical features for classification using GA-BPNN filters the rest subjects.

This classification structure maps global classification into local classification and reduces the complexity
and difficulty. Such hierarchical architecture can be applied to other pattern recognition problems as well.

Global
: Shape
i Feature
L OO
Preprocessing O j< O GA-BPNN
OO
L
L | e
S::):fistical <= ‘\DMEE;:?“
Feature
OO Jl
nomn O o
71O

Figure 4. Hierarchical Classification Structure

5. EXPERIMENT AND RESULT

To evaluate the performance of our proposed methods, we conducted our experiments on two sets of public
databases: PTB (Bousseljot et al, 1995) and MIT-BIH (Goldberger et al, 2000). The PTB database is offered
from the National Metrology Institute of Germany and it contains 549 records from 294 subjects. Each record
of the PTB database consists of the conventional 12-leads and 3 Frank leads ECG. The signals were sampled
at 1000 Hz with a resolution of 0.5uV. The criteria for data selection are healthy ECG waveforms and at least
two recordings for each subject. We randomly select 38 subjects from the total 294 subjects. The MIT-BIH
Normal Sinus Rhythm Database contains 18 ECG recordings from different subjects. The recordings of the
MIT database were collected at the Arrhythmia Laboratory of Boston’s Beth Israel Hospital. The MIT- BIH
Normal Sinus Rhythm Database was sampled at 128 Hz.

We design our experiment by using nearest neighbor (NN) classifier, GA-BPNN, and hierarchical
classifier, respectively. Either global shape feature or local statistical feature is used for single classifier.
Combined those two features can work as a hierarchical classifier. In the Figure 5, G/L-NN represent for
global shape feature/local statistical feature for NN classifier; G/L-GABPNN represent for global shape
feature/local statistical feature for GA-BPNN; NN+GABPNN represent for using hierarchical structure with
global shape feature for NN classifier and local statistical feature for GA-BPNN.

Experiment results show that for 38 subjects of PTB with identification accuracy rate 97% and 18
subjects of MIT-BIH with identification accuracy rate 100%. Both are get their best result when using
hierarchical classification structure.

While compared to other similar methods, experiment results of the method we proposed show it can
achieve reliable identification accuracy. The RBP method (Fufu and Tseng, 2012) can reach 95.791% in the
identification accuracy at its best. The RBP method is similar to the local statistical feature extraction process
and the difference is that we use a set of intervals other that the interval 1. In (Fufu and Tseng, 2012), a
weighted distance formula (2) is defined to measure the similarity of two ECG signals:

> ‘”l Ry (W) — Ry (W) | Py (W) P, (W, ) @
_1)Zk=0 pl(Wk) P2 (Wk)

D,,(S1,S2) =
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where pi(Wi) and Ri(Wi) represent the probability and ranking of Wk in the sequence Si,i =1 or 2. The

absolute difference between two rankings is multiplied by the normalized probabilities as a weighted sum;
the factor 2™-1 in the denominator is to ensure all values of Dn lie between 0 and 1.

The AC/DCT method (Wang et al, 2008) is a similar hierarchical classification structure using LDA
classifier and nearest neighbor classifier. Wang et al (2008) proposed a feature extraction method without
fiducial detection based on a combination of autocorrelation and discrete cosine transform. The AC/DCT
method involves four stages: (1) windowing, where the preprocessed ECG trace is segmented into
non-overlapping windows, with the only restriction that the window has to be longer than the average
heartbeat length so that multiple pulses are included; (2) estimation of the normalized autocorrelation of each
window; (3) discrete cosine transform over L lags of the autocorrelation signal; and (4) classification based
on significant coefficients of DCT. The AC/DCT method offers 94.47% and 97.8% window recognition rate
for the PTB and MIT-BIH datasets, respectively. The comparison is shown as Figure 6.
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Figure 5. Comparison of experiment results
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Figure 6. Comparison with other methods

6. CONCLUSION

This paper proposes a human identification system using global shape features and local statistical feature of
ECG signals. The global shape features are extracted based on the characteristic of non-periodic but highly
repetitive of ECG signals. Differences in the shape of their ECG signals between different individuals indeed
exist. The local statistical features taking the advantage of local difference among samples in one signal. To
better utilize the complementary characteristic of local statistical features and global shape features, a two
hierarchical classification structure has been adopted, which is mainly spired by the idea of changing large
class number problem to small class number problem. Experiment results show the two combined GA-BPNN
classifier achieved better identification accuracy for both PTB and MIT-BIH databases. The idea of global
feature combines local feature and using a hierarchical classification can be referenced by identification
system using other biometric features.
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SMARTENING UP: ONGOING CHALLENGES FOR
AUSTRALIA’S OUTBACK

Lucy Cradduck
Faculty of Law, Queensland University of Technology (QUT), Brisbane, Queensland, Australia

ABSTRACT

As the international community moves inexorably towards a smart future, the position of Australia’s non-urban areas in
that future is less certain. The (re-elected) Australian federal government made a commitment to moving Australian cities
forward as part of the international smart city movement. However, the effectiveness of this commitment in enabling
non-urban areas to attain the same level of smartness is unclear. This is particularly so in view of the delayed roll out of
the NBN. The research examines the smart discourse for Australia’s non-urban areas in the context of the federal
government’s Smart Cities Plan. In doing so the research pinpoints a hole in that plan and identifies matters specifically
requiring government attention.

KEYWORDS
Digital Divide, Digital Inclusion, NBN, Digital Economy, Smart City

1. INTRODUCTION

The international community is moving steadily towards a smart future (Ratti & Claudel, 2016). This is
evidenced in the increasing support for the adoption of smart city frameworks (Edwards, 2016; Zubizarreta et
al., 2016; Baker et al., 2013). Governments, policy makers and industry all have jumped on the bandwagon,
as seen in the variety of initiatives designed to capture the hearts and minds (and wallets) of those seeking to
capitalise on hopes for the future. Importantly, a necessity of any smart framework is that, in order for its
component digital aspects to work successfully, there must be effective access to the internet. In the digital
economy a city or country’s “digital competitiveness” now depends upon it enabling access to the internet as
a utility service (House of Lords, 2015). Within Australia, however, the ability of existing (or proposed)
public policies to extend a smart framework into rural and regional areas is questionable.

Australia’s needs must be considered in the context of its ever growing population and where this now is,
and in the future will be, located. Expanding communities need appropriate infrastructure to support their
residents in the digital economy. As the Australian National Broadband Network (‘NBN”) will enable
residents to be able to telecommute and engage in on line education more effectively, its non-urban
population bases will become more significant (Florida, 2006); and yet many of these areas, without the
ability to attract commercial investment, have inconsistent internet access (Cradduck, 2015). Concurrently
the better level of services within urban areas, which are more easily serviced by commercial interests, will
see an expanding number of Australian smart cities able to provide better digital engagements for their
residents. However, this will result in the widening of the divide between ‘digital-haves’ and ‘have-notes’. In
order to stem the growth of this divide, there is a need for a minimum level of access throughout Australia to
the essential infrastructure found more commonly in urban settings. Achieving effective internet access is the
first step towards smartness as well as vital for Australia’s social and economic growth (Gregory, 2015).

The paper examines the smart discourse in the context of the federal government’s Smart Cities Plan in
order to identify the challenges for rural and regional Australia. In doing so, it contributes towards beginning
to fill the knowledge gap regarding the impacts of this digital divide for Australia. The paper commences by
explaining what is meant by smart before overviewing the Australian context. It then highlights insights from
other jurisdictions before identifying matters for specific consideration by the Australian federal government.
The paper then identifies matters requiring specific attention in order to overcome the challenges for
Australia’s rural and regional areas. It concludes by suggesting a process for public policy development to
enable all of Australia to work towards their collective smart future.
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2. EXPLAINING SMART

The smart discourse has moved beyond mere characterisation (Giffinger et al., 2007), to consider what is
necessary for smart creation. However, while the “strategic planning for smart city development” tends to
involve “largely unexplored and interdisciplinary fields” (Angelidou, 2014, p.S3), the discourse occurs more
commonly only from a discipline specific perspective (i.e. town planning) (Hawkins, 2014), and thus often
without reference to all relevant issues (Edwards, 2016; Cocchia, 2014; Cavada et al., 2014). It also has as its
focus urban areas rather than non-urban environments.

Although not uniformly defined (Edwards, 2016) a smart framework is one that is established by
implementing an ICT structure, which enables the population to be engaged and which supports the effective
delivery of essential services to them (Caragliu et al., 2009). An effective smart framework is one that
provides a range of financial, environmental, (Cavada et al., 2015) and health (Newman et al., 2014) benefits;
as well as addressing complex transportation issues. Core to this is the need for effective access to the
internet. The internet enables the integration of the ICT networks needed (Neirotti et al., 2014; Popescu,
2015; Lee et al., 2014); as well as enabling individuals (Cradduck, 2015; Kariyawasm, 2007). Simply, a
smart framework is one in which your use of technologies and services is integrated in such a manner that
both enables and supports your existence. Digitally skilled citizens will be crucial to the ongoing
effectiveness of the digital economy (Belanche et al., 2016), however, they can be supported by ICT only if
they are enabled to engage with it — for this appropriate access to the internet is required (Cradduck, 2015).

The desire, need and opportunities for seamless integration of ICT and service delivery are growing
(Kariyawasm, 2007). A primary driver of ICT implementation is commercial entities, which often seek to
capture market share in closed, contractually driven, relationships founded on a perceived ability to gain a
financial reward. Various private, as opposed to public, interests have played (and still have) significant roles
in the development of existing and emerging smart frameworks and their governance (Zubizarreta et al.,
2016; Angelidou, 2014; Bakuer et al., 2013; Lombardi et al., 2012; Bouteligier, 2011). In this context the term
smart city also is used as a “branding and marketing concept”, although this is done more often without
consideration of the need to ensure the actual interoperability of individuals with the technology available for
their use (Vestergaard et al., 2016, p.39). In response, commentators and scholars are becoming increasingly
critical of industry-lead visions as to what smart should be (Foth et al., 2016). Criticisms arise separately
where significant portions of the population, i.e. those in non-urban areas or with other access constraints,
remain unsupported by effective public policy (Gregory, 2015).

3. THE AUSTRALIAN CONTEXT

Data creation, use and sharing by means of use of ICT, plays a vital role in digital engagements. Issues of
access to necessary infrastructure, or rather lack of access, can have serious impacts for non-urban areas and
for Australia as a whole. Expanding communities will require appropriate frameworks to be established, in
new areas and retrofitted in existing areas, to support their residents in the digital economy. These are
required to be provided in rural and regional areas at the same time as in urban areas. However, in
comparison to urban areas, research indicates the smartness of rural areas is declining (Repko and DeBroux,
2012). In Australia the cost of infrastructure provision in non-urban areas (exacerbated by Australia’s
dispersed population bases and vastness) in combination with an aging population base, lower incomes and
other issues of social exclusion is creating a new digital divide (Park, 2016). This digital divide requires
specific attention as a government priority if Australia’s dispersed regional and rural areas are to achieve
equivalent digital engagement with their urban cousins (Park, 2016; Cradduck, 2016).

Noting the particular difficulties facing rural and regional Australia, urban areas are presented with their
own problems. ICT infrastructure is more effectively established within a considered urban planning
environment (Bakier et al.,, 2013); however, it will be necessary both to manage and use existing
infrastructures; and support individuals in their use (Cradduck, 2015). Successful implementation of any
framework will be achieved more easily in a greenfield area, without the constraints of dealing with existing
infrastructure and systems (Angelidou, 2014). Nonetheless, by necessity, in order to implement any
framework new infrastructure will need to be retrofitted into established areas (Edwards, 2016). This requires
government-community coordination supported by appropriate regulation.
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While noting the valuable lessons that may be provided from the experiences of oversees jurisdictions,
some examples should be approached with caution. It is a geographic and economic reality that, as regards
internet access provision, there is in fact not one jurisdiction that replicates the Australian conditions as to
smallness of its total population; its dispersed population bases and focus on coastal fringes; or its other
geographic extremes. Importantly, this is likely to mean that the appropriate infrastructure provider of the
future will be one entity — or the government itself — in order to ensure the economies of scale necessary for
this utility service provision. Notably, Western European jurisdictions, while providing useful comparisons
generally, have issues arising under land use or competition laws that tend to be peculiar to the jurisdiction;
with some land use laws having an even narrower regional focus (Zweigert & Kotz, 1998; Watson, 1974).

4. INTERNATIONAL OBSERVATIONS

International cases can provide useful information of the issues that may arise. As these examples grow it
will be important to consider new developments as Australia progresses its policies in order to address its
specific issues (Althaus et al., 2013; Gerrand, 2006; Charlesworth, 2006). The starting point it is suggested is
to take the initiative to recognise and treat access to the internet the same as any other utility service (House
of Lords, 2015). Several countries have done this by effectively making access to the internet a right. Finland
has done this specifically, while others either have extended their universal service obligation (USO) to the
internet (i.e. Brazil) (Rauen et al., 2011). Others have implemented separate broadband USO policies, for
example Chile and India (Prasad, 2013); Jordan, Malaysia and Pakistan (ITU, 2012); the United States
(Kruger & Gilroy, 2013) and Spain (Sindic de Greuges de Catalunya, 2013).

The rights of individuals to self-determination and participation in social, political and economic life,
including participating in both the ‘real world” economy and the digital economy, are fundamental." In order
to be able to exercise these rights individuals must be able to access the internet, which requires direct State
recognition and support in order to enable effective access (Cradduck, 2015). The need to ensure access the
internet by all individuals therefore is not one that can be delegated to commercial parties. Appropriate
public policy development is fundamental. The policy development process is informed both by government
policy makers and industry consultations (Angelidou, 2014; Bridgman & Davis, 2003).

As Howkins (2009) reinforced:

Successful policies can only grow out of collaboration between government and business to ensure that,
when they are implemented, they are appropriate and that, as new situations arise, so new regulations are
prepared. (p.119)

The role of citizens in this process also is crucial in ensuring the effectiveness of the framework from
both national and international perspectives (Cornwall & Gaventa, 2001).

As law is the only system by which enforceable rights can be protected and penalties imposed; the
appropriate governance of the digital economy and its component parts, remains the role of government
(Cradduck, 2015). A reconsideration of the role of public policy thus is vital, noting, however, there is not
one solution as to what is an appropriate policy framework (Zubizarreta et al., 2016). As international
experience reflects, if a policy is too broad it is unlikely to be successful (Shapiro, 2009). Most importantly
therefore, any policy framework must work in practice (Angelidou, 2014; Edwards, 2001).

5. MATTERS REQUIRING AUSTRALIA’S ATTENTION

In its most recent report on the status of the digital economy, The Global Information Technology Report
2016, the World Economic Forum urges “[p]olicymakers ... to ...work with other stakeholders to swiftly
adopt holistic long-term strategies for ICT development and lead in adapting government and leadership
behaviors to ensure that ICTs deliver maxim benefits” (World Economic Forum, 2016, p.v.). Regretfully,
Australia’s Networked Readiness has declined in the last 12 months as now it is ranked only 18" overall out

! International Covenant on Civil and Political Rights 1966 Articles 1, 3 and 25; and Human Rights Council’s Resolution on the
Promotion and Protection of Human Rights on the Internet of July 2012, Articles 1 and 3.
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of 139 countries, which is a droE from 16" in 2015. Worse still, it is submitted, it has an inexcusable ranking
of 57" for Affordability and 13" for its Political and regulatory environment (p.60). In comparison, Finland
(while having its own issues to address (p.22)) currently is ranked 2™ overall maintaining its 2015 position;
and ranking 13" for Affordability and 4™ for its Political and regulatory environment (p.95). Clearly there is
much for Australia to learn.

As it has committed to doing (DPMC, 2016) the federal government needs to ensure it in fact continues to
actively work with and across all levels of government; and with all stakeholders to find a solution, or
solutions, that work for all (Helsper, 2008). Most importantly it will need to ensure that any policy it seeks to
introduce will work in practice (Angelidou, 2014) and will properly support all citizens and residents
irrespective of their location as the ability to innovate is inextricably linked both to the requirement for
appropriate infrastructure (World Economic Forum, 2016) and the capacity to access that infrastructure
(Cradduck, 2015).

The smart city discourse, in addition to having as its focus urban environments and residents, presumes a
level of access to services and infrastructure, including the ability to use those services (Foth et al., 2016).
As the NBN continues to be rolled out, however, many Australia regions including some urban areas
continue to be without access. To develop Australia in the digital economy requires enabling all its human
capital (Belanche et al., 2016). Ensuring digital inclusion thus is a necessary aspect requiring consideration in
order to ensure smart intra-operability. The starting premise for Australia is that the conversation should be
about what is necessary to enable access to internet services per se. In order to achieve appropriate access,
the requisite mindset is one that, similarly to electricity and water provision, treats the provision of access to
the internet as access to a utility service (House of Lords, 2015).

As significant areas of the rest of the world continue to surpass Australia in terms of internet access and
digital engagement, the need to ensure appropriate internet access for all now in Australia is vital. Although
the intention is for the NBN to be the “broadband infrastructure provider of last resort” (Bureau of
Communications Research, 2015, p.33) it will be many years until “NBN deployment has reached maturity”
(Bureau of Communications Research, 2015, p.75). Therefore to delay consideration of relevant issues
merely disadvantages individuals specifically and Australia as a whole (Cradduck, 2015). The extension of
the USO to internet access per se will mean that individuals, irrespective of location, will be able to attain
and maintain an appropriate level of physical access to the internet and lack of financial capacity will not
constrain their engagement in the digital economy. Such action also would “promote the regional spread of
Internet services and stimulate the demand for broadband” (Prasad, 2013).

Smartening the Outback will require support from regional and local government authorities and officials;
community and industry stakeholders; and the various regulatory bodies. Conversely, Australia’s top down
approach to its telecommunications regime, where oversight is a power vested in the federal level of
government to the exclusion of the States/territories and local government authorities, means that those with
the closest connection to the impacts of a digital divide have reduced capacity to improve their regions.
Nevertheless, as Australia has progressed beyond the minimum level of infrastructure to enable internet
access, it now must look to adopt “policies and strategies ... which make the Internet widely available,
accessible and affordable for all” (Tully, 2014, p.185). Enabling digital skills acquisition, particularly by
those living in remote Indigenous communities (Telstra Foundation, 2014) and recent migrants (Alam and
Imran, 2015), as well as those who otherwise elect not to engage (Calzada & Cobo, 2015), will be essential.

Current regulation is unsettled as Australian ICT requirements, NBN and telecommunications provision is
subject to various and ongoing governmental reviews. These include the review of the federal government’s
proposed Smart Cities Plan, for which submissions closed on 24 June 2016. As at 22 September 2016
submissions to that review have not been made public nor has the federal government provided any
indication of its likely response or when that can be expected. Separately, in its response to the Regional
Telecommunications Independent Review Committee’s Report on The Regional Telecommunications’
Review 2015, which was tabled in federal Parliament on 22" October 2015, the federal government
highlighted it proposed reforms for the NBN in order to develop “legislation to introduce a statutory
infrastructure provider of last resort regime” (Cth, 2016, p.4). More recently the Productivity Commission
commenced a review into the adequacy of the current USO (Productivity Commission, 2016). However, this
review has only just commenced with submissions closing on 21 July 2016. While the final report is not
expected until April 2017, a draft report is projected for December 2016.

Ensuring the smartness of rural and regional areas cannot, nor should it, be solely the responsibility of the
federal government. Similarly to overseas jurisidicitons, various private interests, notably the ICT industry,
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continue to play significant roles in existing frameworks and their governance (Zubizarreta, et al., 2016).
However, while industry has a policy development role (Howkins, 2009; Bridgman & Davis, 2003) the
creation of public policy is a function of government, in this instance the federal government, and it is not a
role that is appropriate for delegation. In addition to industry, local governments will have key roles in the
process, noting that while there is much that local governments can do for their communities they require
appropriate legislative empowerment (Cradduck, 2017) and State/territory and federal level support so to do.

At a federal level the emphasis of the (newly re-elected) federal government’s to facilitating smartness
through appropriate public policy is reflected in its significant commitments to funding, infrastructure
support, as well as to inter-governmental collaborations (DPMC, 2016). Its commitment to assisting local
governments to find collaborative solutions to long-term problems also falls within its more recently
announced Smart Cities and Suburbs Program (DPMC, 2016a). However, the Smart Cities Plan,
unfortunately, commences by defining the areas it will benefit by exclusion. This is done by clearly stating
“So when we talk about Australians cities, we mean both metropolitan and regional ” (DPMC, 2016, p.6).
This is inappropriately limiting as it focusses attention away from those areas in greatest need of government
support in order to ensure that appropriate physical and technological infrastructures are constructed/provided
(Cradduck, 2015). As highlighted by the Macquarie Park Case Study (DPMC, 2016 p.10) the need for a
minimum level of access to the essential infrastructure found more commonly in urban areas, is vital for
Australia’s future economic growth. It also is vital for its social development (Gregory, 2015).

The role of all levels of Australian government in enabling Australia’s residents in, and the development
of its, digital economy will not end with the physical establishment of the NBN. As new and better
technologies arrive there will be “a continued need to support people and communities in accessing
technology and in acquiring the literacy skills required” to engage with those new technologies (Helsper,
2008, p.15). Enabling digital skills acquisition, and upskilling, particularly by those living in remote
Indigenous communities (Telstra, 2014) and recent migrants (Alam & Imran, 2015), as well as those who
otherwise elect not to engage (Calzada & Cobo, 2015), will be essential to all Australia.

5.1 Policy Development

Cognizant that any delay in implementation of an appropriate smart framework may serve only to increase
the digital divide in rural and regional areas (Park, 2016); it remains important that public policy is developed
properly. An appropriate policy development process is one that is necessarily iterative and therefore requires
time in order to be developed. The process commences with issue identification and problem definition,
moving through data collection and consultation stages, to implementation, and post implementation
evaluation and refinement to ensure effectiveness in practice (Cradduck, 2015, p.93 — considering Edward,
2001). Importantly, in order to be effective a policy solution must draw together various diverse perspectives
from a number of disciplines (Edwards, 2016) and stakeholders into one holistic and workable policy.

A policy to enable the smartness of rural and regional areas therefore is one that would be developed by a
rigorous (Howkins, 2009), balanced and inclusive (Bishop & Davis, 2002) yet targeted process, which
engages with all relevant stakeholders — governments, industry, professions, community groups and
individuals. Focus groups and selected interviews will be essential in order to understand the specific needs
and concerns of rural and regional areas to ensure these are appropriately included within the resulting smart
policy framework. Conscious that laws when created bind all citizens (Engle, 2008), a core aspect of the
policy development process will be testing the policy and laws in practice.

In order to develop an appropriate policy a variety of matters must be considered, which includes the
ability to use ICT for surveillance and control (Shaw, 2015; Richards, 2013); competition issues (Atkinson,
2009) privacy fears (Edwards, 2016; Maras, 2015); safety (Vestergaard, 2016); and other security concerns
(Almeida et al., 2015); Gregory, 2015); and issues of ongoing governance responsibility once implementation
of related infrastructure and or ICT network is completed (Althaus, et al., 2013). However, while industry has
a policy development role (Howkins, 2009; Bridgman & Davis, 2003) the impact of such matters on both
individuals and Australia as a whole means developing an appropriate governance framework to support
them into the future should not be left purely to market forces.
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6. CONCLUSION

Australia’s growing population will lead to increased urbanisation, both by migration to existing cities and
increased urban sprawl. Concurrently, improved telecommunications facilitated by the ongoing roll-out of the
NBN will see rural and regional population bases become more significant as their citizens, no longer
needing to commute for work or education; will remain more engaged within their local communities.
Regulatory matters that will require specific and ongoing attention include effecting integration with existing
infrastructure; ensuring privacy and data security; enabling digital inclusion (including ongoing digital
literacy); governance and maintaining effective market functioning.

While the Smart Cities Plan and other policy initiatives remain under review, Australia’s digital future is
effectively in limbo. In the meantime, it is anticipated that commercial interests will continue to pursue smart
objectives where financially viable so to do but in most instances not without such incentives.
Acknowledging that smartness requires access to the internet, which can be enabled by a variety of means,
the federal government’s focus should be on what is delivered (i.e. access to the internet per se, and thereby
access to the various services, information and communications that it enables) and not on how it is delivered
(i.e. cables, WiFi, mobile phone technologies, or something not yet invented). This also will assist with
drafting the policy and related law/s, which will implement the policy, as it will enable these to be written in
a technology neutral manner. In turn this will assist with future proofing both. The result being that these then
will be best positioned to adapt to, and encompass, future developments.

Government intervention is essential not optional. A new approach is required to develop Australia’s
smartness into the future and this is one that concurrently must encompass rural and regional areas; and
urban areas, to ensure no-one is left behind. While the market and commercial interests have a role in
enabling internet access and service provision, current experience evidences that in many areas and for many
persons, access will not be enabled absent specific and easily enforceable legislated obligation. Implementing
policies and laws to address this as a first step on the path to smartness is crucial. The consequence of not
doing so will only be to further widen the already wide digital divide.

REFERENCES

Alam, K., & Imran, S. (2015). The digital divide and social inclusion among refugee migrants. Information Technology
& People, 28(2), 344-365.

Almeida, V., Doneda, D. & Monteiro, M. (2015). Governance Challenges for the Internet of Things. IEEE Internet
Computing, 10(2), 56-59.

Althaus C., Bridgman, P. & Davis, G. (2013). Australian Policy Handbook, 5™ ed. Crows Nest: Allen & Unwin.

Angelidou, M. (2014). Smart city policies: A spatial approach, Cities, 41, S3-S11.

Atkinson, R. (2009). The Role of Competition in a National Broadband Policy, Journal Telecommunication & High
Technology Law 7, 1-20.

Bakier, T., Almirall, E., & Wareham, J. (2013). A Smart City Initiative: The Case of Barcelona, Journal Knowledge
Economy. 4(2), 135-148.

Belanche, D., Caslo, L. & Orus, C. (2016). City attachment and use of urban services: Benefits for smart cities, Cities, 50,
75-81.

Bishop, P. & Davis, G. (2002). Mapping Public Participation in Policy Choices, Australian Journal of Public
Administration, 61(1), 14.

Bouteligier, S. (2011). Exploring the agency of global environmental consultancy firms in earth system governance.
International Environmental Agreements: Politics, Law and Economics, 11(1), 43-61.

Bridgman, P. & Davis, G. (2003). What Use is a Policy Cycle? Plenty, if the Aim is Clear’, Australian Journal of Public
Administration, 62 (3), 98.

Bureau of Communications Research. (2015). “NBN non-commercial services funding options”, Final Consultation
Paper, October 2015.

Calzada, I., & Cobo, C. (2015). Unplugging: Deconstructing the Smart City. Journal of Urban Technology, 22(1), 23-43.
Caragliu, A., Del Bo, C., & Nijkamp, P. (2011). Smart Cities in Europe, Journal of Urban Technology, 18(2), 65-82.

Cavada, M., Hunt, D., & Rogers, C. (2014). Smart Cities: Contradicting Definitions and Unclear Measures. In 4™ world
Sustainability Forum, 1-30 November 2014 (DOI: 10.13140/2.1.1756.5120)

16

www.manaraa.com



International Conferences ITS, ICEduTech and STE 2016

Cavada, M., Hunt, D., & Rogers, C., (2015). Do smart cities realise their potential for lower carbon dioxide emissions? In
Proceedings of the Institution of Civil Engineers —  Engineering  Sustainability  (DOI:
http://dx.doi.org/10.1680/jensu.15.00032)

Charlesworth, H., Chiam, M., Hovell, D. & Williams, D. (2006). No Country Is an Island: Australia and International
Law. UNSW Press.

Cocchia, A. (2014). “Smart and Digital City: A Systematic Literature Review”. In R. Dameri & C. Rosentahl-Sabroux
(Eds) Smart City, Progress in IS, Switzerland: Springer International Publishing.

Commonwealth of Australia (‘Cth’) (2016). Australian Government response to the Regional Telecommunications
Independent Review Committee report: Regional Telecommunications Review 2015, February 2016.

Cornwall, A. & Gaventa, J. (2001). From Users and Choosers to Makers and Shapers: Repositioning Participation in
Social Policy, Brighton: Institute of Development Studies, IDS Working Paper no. 127.

Cradduck, L. (2015). Individuals, Innovation and the Internet: Why access is essential, Champaign, IL: Common Ground
Publishing.

Cradduck, L. (2017). “Legislating for Internet ‘Access’-ability”. In J. Hunsinger, L. Klastrup, & M. Allen (Eds)
International Handbook of Internet Research Volume 2: Springer. (Forthcoming).

Cradduck, L. (2016). Rolling out the future: The current status of the Australian NBN and its impact for property. In
22nd Annual Pacific Rim Real Estate Society Conference, 17-20 January 2016, Sunshine Coast.

Cradduck, L. (2011). The future of the internet economy: Addressing challenges facing the implementation of the
Australian National Broadband Network. Professional Doctorate thesis. QUT.

Department of Prime Minister and Cabinet (‘DPMC’). (2016). Smart Cities Plan. 29 April 2016
https://cities.dpmc.gov.au/smart-cities-plan (accessed 27/07/2016)

Department of Prime Minister and Cabinet (‘DPMC’). (2016a). Smart Cities and Suburbs Program.
https://cities.dpmc.gov.au/smart-cities-program (accessed 14/09/2016)

Edwards, L. (2016). Privacy, Security and Data Protection in Smart Cities: A Critical EU Law Perspective. European
Data Protection Law Review (Lexxion) Forthcoming. http://dx.doi.org/10.2139/ssrn.2711290

Edwards, M. (2001). Social Policy, Public Policy: From problem to practice, Crows Nest: Allen & Unwin.

Engle, E. (2008). Law: Lex v lus, The Journal of Jurisprudence. 31, 46.

Florida R. (2008). Who's Your City? How the Creative Economy is making where to live the most important decision of
your life, New York: Basic Books.

Foth, M., Hudson-Smith, A. & Gifford, D. (2016). Smart Cities, Social Capital, and Citizens at Play: A Critique and a
Way Forward. In Olleros, F. & Zhegu, M. (Eds.) Research Handbook on Digital Transformations. Cheltenham:
Edward Elgar. (In Press)

Gerrand, P. (2006). Accelerating broadband rollout — initiatives in regional Spain. TJA, 56 (3&4), 84.

Giffinger, R., Fertner, C., Kramar, H., Pichelr-Milanovic, N., & Meijers, E. (2007). Smart cities: Ranking of European
medium-sized cities, Report Centre of Regional Science, Vienna UT, October 2007, http://www.smart-
cities.eu/download/smart_cities_final_report.pdf.

Gregory, M. (2015) The Rationale for Universal Access to Digital Services, Australian Journal of Telecommunications
and the Digital Economy, 3(4), 166-184.

Hawkins, C. (2014). Planning and competing interests: testing the mediating influence of planning capacity on smart
growth population adoption, Journal of Environmental Planning and Management, 57(11), 1683-1703.

Helsper, E. (2008). Digital inclusion: An analysis of social disadvantage and the information society. Department of
Communities and Local Government, UK.

House of Lords. (2015). “Make or Break: The UK’s Digital Future”, House of Lords Select Committee on Digital Skills,
Report of Session 2014-15, HL Paper 111, 17 February 2015

Howkins, J. (2009). Creative Ecologies: Where Thinking is a Proper Job, St Lucia: University of Queensland Press.

International Telecommunications Union. (‘ITU’) (2012). “Trends in Telecommunication Reform: Smart Regulation for
a Broadband World.” Report, May 2012.

Kariyawasm, R. (2007). International Economic Law and the Digital Divide: A New Silk Road, Cheltenham: Edward
Elgar.

Kruger, L., & Gilroy, A. (2013). “Broadband Internet Access and the Digital Divide: Federal Assistance Programs.” CRS
Report for Congress RL30719. July 17, 2013.

Lee, J., Hancock, M., & Hu, M. (2014). Towards an effective framework for building smart cities: Lessons from Seoul
and San Francisco, Technological Forecasting & Social Change, 89, 80-99.

Lombardi, P., Giordano, S., Farouh, H. & Yousef, W. (2012). Modelling the smart city performance, CIEJ, 25(2),
137-149.

17

www.manaraa.com



ISBN: 978-989-8533-58-6 © 2016

Maras, M. (2015). Internet of Things: security and privacy implications, International Data Privacy Law, 5(2), 99-104.

Neirotti, P., De Marco, A., Cagliano, A., Mangano, G. & Scorrano, F. (2014). Current trends in Smart City initiatives:
Some stylized facts, Cities, 38, 25-36.

Newman, L., Biedrzycki, K. & Baum, F. (2012). Digital technology use among disadvantaged Australians: implications
for equitable consumer participation in digitally-mediated communication and information exchange with health
services. Australian Health Review 36(2), 125-129.

Park, S. (2016). Digital inequalities in rural Australia: A double jeopardy of remoteness and social exclusion, Journal of
Rural Studies, Available online 13 January 2016, ISSN 0743-0167, http://dx.doi.org/10.1016/j.jrurstud.2015.12.018.

Popescu, G. (2015). The economic value of smart city technology. Economics, Management, and Financial Markets,
10(4), 76-82.

Prasad, R. (2013). Universal Service Obligation in the Age of Broadband. The Information Society: An International
Journal 29(4):227-233.

Productivity Commission. (2016). “Telecommunications Universal Service Obligation Issues Paper”, June 2016
http://www.pc.gov.au/inquiries/current/telecommunications/issues (accessed 2047/07/2016)

Ratti, C. & Claudel, M. (2016). The City of Tomorrow: Sensors, Networks, Hackers, and the Future of Urban Life, Yale
University Press, USA.

Rauen, C., Hirtuka, C. & Fracalanza. P. (2011). “Universalization of telecommunications services: Public policies in the
OECD and in Brazil.” International Journal of Development Issues 10(2):108-122.

Richards, N. (2013). The Dangers of Surveillance, Harvard Law Review. 126(7), 1934-1964.

Repko, J., & DeBroux, S. (2012). Smart Cities, IMT 598 Spring 2012: Emerging Trends in Information Technology,
1-18.

Shapiro, H. (2009). Final Report: Topic report 4 — Conclusions and recommendations based on reviews and findings,
supporting Digital Literacy, Public Policies and Stakeholder Initiatives, Danish Technological Institute
https://joinup.ec.europa.eu/sites/default/files/files_epractice/sites/Topic%20Report%204%20-
%20Conclusions%20and%20recommndations%20based%200n%20reviews%20and%20findings.pdf

Shaw, J. (2015). From homo economicus to homo roboticus: an exploration of the transformative impact of the
technological imaginary. International Journal of Law in Context, 11(3), 245-264.

Sindic de Greuges de Catalunya. (2013). “Broadband Internet Access as a Universal Service: Digital Equality.” Report by
The Catalan Ombudsman. Accessed August 12, 2014.
http://lwww.sindic.cat/site/unitFiles/3461/Broadband%20internet%20access%20as%20a%20univesal%20service%20
complete.pdf

Telstra Foundation (‘Telstra’) (2014). Making the Connection: Essays on Indigenous Digital Excellence. Vivid
Publishing.

Tully, S. (2014). A Human Right to Access the Internet? Problems and Prospects. Human Rights Law Review 14,
175-195.

Vestergaard, L., Fernandes, J., & Presser, M. (2016). Towards smart city democracy. Geoforum Perspektiv, 14(25),
38-43. doi:http://dx.doi.org/10.5278/0js.perspektiv.v14i25.1294.

Watson, A. (1974). Legal Transplants: An Approach to Comparative Law. 2™ ed. The University of Georgia Press.

World Economic Forum (2016). The Global Information Technology Report 2016 — Innovating in the Digital Economy,
World Economic Forum and INSEAD, Geneva

Zubizarreta, ., Seravalli, Al, & Arrizabalaga, S. (2016). Smart City Concept: What It Is and What It Should Be, Journal
of Urban Planning Development, 142(1), http://dx.doi.org/10.1061/(ASCE)UP.1943-5444.0000282.

Zweigert, K. & Kétz, H. (1998). Introduction to Comparative Law. 3" ed. Clarendon Press.

18

www.manaraa.com



International Conferences ITS, ICEduTech and STE 2016

EXTRACTION OF GRAPH INFORMATION BASED ON
IMAGE CONTENTS AND THE USE OF ONTOLOGY

Sarunya Kanjanawattana' and Masaomi Kimura?
Graduate School
%Information Science and Engineering
Shibaura Institute of Technology, 3-5-7 Koto-ku Toyosu, Tokyo 135-8548, Japan

ABSTRACT

A graph is an effective form of data representation used to summarize complex information. Explicit information such as
the relationship between the X- and Y-axes can be easily extracted from a graph by applying human intelligence.
However, implicit knowledge such as information obtained from other related concepts in an ontology also resides in the
graph. As this is less accessible, automatic graph information extraction could prove beneficial to users. In this study, we
proposed a novel method for extracting both explicit and implicit knowledge from graphs. This was based on our
ontology that uses essential information pertaining to the graph and sentence dependency parsing. We focused on two
graph types: bar graphs and two-dimensional (2D) charts. Different graph types require different extraction methods and
have different extractable features. From the bar graph, we extracted axis labels, the global trend in the data, and the
height of the bars. From the 2D charts, we additionally obtained local trends and regression types. The objective was to
propose a method for acquiring the implicit and explicit information available in the graphs and entering this into our
ontology. For evaluation purposes, we simulated an inquiry involving five questions. Accurate answers were retrieved
and significant results were achieved by the shared concepts used in our ontology.

KEYWORDS

Graph information extraction; Ontology; Optical character recognition; Natural language processing

1. INTRODUCTION

Data reported in the academic literature is presented in many formats, including both digital and hard copy.
Although readers must read the literature extensively to comprehend the data, its conclusions may be unclear
if only descriptive details are available. Graphs are a form of data representation that help readers analyze
and extract the information they need, making understanding easier. In a previous study (Kanjanawattana and
Kimura, 2015), we attempted to interpret explicit and implicit information in a graph based on a strong
relationship between the X- and Y-axes labels and by using information extracted not only from the axis
labels themselves but also from data section. The information provided by the axis labels includes implicit
knowledge; although not presented directly in the graph, it can be extracted by applying ontology. Human
readers find it easier to interpret explicit information presented in a graph; comprehending implicit
information is more difficult. A system that allows information to be extracted from a graph can therefore be
expected to provide a powerful new approach to knowledge acquisition.

The capture of image semantics has opened up a new field of study that integrates several disciplines to
address problems such as semantic gaps (Deserno et al., 2009; Mezaris et al., 2003). To enrich the semantics
available from the graph images, we introduced a solution that minimizes the existing problem by using both
textual and graphical content from the graph. Several previous studies have focused on the extraction of
information based on graph components (Kanjanawattana and Kimura, 2016; Kataria et al., 2008) and the
context of the graph (Huang et al., 2005). Kataria et al. (2008) introduced a method for automatically
extracting graph elements including data points, axis labels, and legends, and addressed the problem of the
overlap between text and data points. Each graph component plays a different role in data interpretation. For
example, the axis labels represent a strong relationship and the data points provide real data correlated with
the axes. Previous studies used information from these components. However, the focus has been on the
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extraction of data components rather than the semantics of the image. Huang et al. (2005) attempted to
associate the recognition of textual and graphical information within two-dimensional graphs and captured
the semantic content conveyed by graph images. Their approach was to individually identify the texts and
graphics in the input image and then combine the extracted information to develop a complete understanding.

The image data used in this study was a collection of line, plot, and bar graphs from journal articles. A bar
graph represents the data as bars with lengths proportional to their values. Line and plot graphs are called
two-dimensional (2D) charts in this study. We selected graphs containing only single data sets to simplify
interpretation.

In this study, we proposed a novel method for extracting the explicit and implicit information present in
the data part of the graph. We used a combination of techniques, including ontology, optical character
recognition (OCR), and natural language processing (NLP). We addressed the core problem of the semantic
gap by making use of both the context of the graph based on the wider document and the graphical content of
the graph itself. The objectives of the study were automatic extraction of hidden information using ontology,
including the interpretation of explicit information extracted from the data within the graph, and creating
ontology of graph information. Our intelligent system offers social benefits, as it can give access to implicit
knowledge. It has a range of applications, for example in image interpretation and image search systems. A
novelty of the study is that our method was able to extract useful information from the data section of the
graphs as well as obtain explicit and implicit information from the relationships within the graph.

2. METHODOLOGY

2.1 Ontology

The ontology used was an extension of that in a previous study (Kanjanawattana and Kimura, 2016). As
shown in Figure 1, it supports not only sentence dependency parsing but also graph components and data
extracted from graphs. Protégé was used to build the RDF files expressing the ontology. We had already
tested its reasoner to validate the generated ontology.

Our ontology included 26 classes and many relations. The main class was the GRAPH class, representing
the concept of images from the graph. We used the TYPE class to identify the type of the graph such as bar
graph or 2D chart. The 2D chart represents two different graph types: line and plot. We merged these into a
single type because of their similar characteristics. Lines in a line graph are formed by combining a large
number of plotted points.

Most images were described by their captions and optionally by links to paragraphs. These were
represented as CAPTION and PARAGRAPH classes, respectively, and were related to a TOKEN class that
stored the concepts of the tokens. Our system assigned part-of-speech (POS) tags and named entity
recognition (NER) to each token. We also created dependency relations to represent a typed dependency
connecting the tokens in a sentence such as determiner (det) and nominal subject (nsubj).

We identified the basic graph components of axis labels and legends because all graphs use these to
represent significant information. For example, the legends of the X- and Y-axes show the relationship
between two dimensions. These were therefore made a central part of our ontology. The GRAPH class was
related to the COMPONENTS class by a HAS property. The COMPONENTS class comprised three
subclasses: X-TITLE, Y-TITLE, and LEGEND. Note that we used only graphs presenting a single data set so
that the legend, which shows data labels, was not always essential.
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Figure 1. Representation of our ontology structure describing classes, properties, and relations

The real information appears in the data presented in the graph and was recorded as a DATA_PART
class. This part of the graph displays a graphical representation of the data, for example by the height of the
bar or the slope of the line. The data in a bar graph is represented by rectangular bars corresponding to the
categories shown in the X-axis title. A BAR_HEIGHT class was introduced to represent the bar height. 2D
charts use plots to show statistical data in a dimensional space. Our approach explored the types of lines used
(e.g., linear or non-linear) to represent the data in the graph. This helped predict unseen directions in the data
and provide new information that was not described in the caption and paragraphs. We also analyzed and
collected both global and local tendencies in a SLOPE class comprising three different trends: an increase
(INCREASE class), a decrease (DECREASE class), and no change (STATIC class). The global tendency
represents the overall trend in the data while the local tendency provides information about where and how
the trend changes. These concepts were described in a CHANGE class.

2.2 Extraction of Graph Information

The core of our study was the introduction of an effective method for extracting significant information from
the data part of the graph, including the graph components, and adding this to our ontology. Our proposed
method had two steps.

2.2.1 Data Content Identification

We first identified the existing graph components (e.g., X-axis title, Y-axis title, and optionally the legend),
including the actual data. As different types of graph provide different information, our system needed a
method for analyzing information from each type.

The features generally used for interpreting a bar graph are the X-axis title, the Y-axis title, the height of
the bars, and a global tendency corresponding to the centers of the bars. To extract the graph components, the
graph image must be partitioned horizontally to acquire the X-axis title and vertically to acquire the Y-axis
title. We used OCR to recognize these. However, the occasional presence of irrelevant information such as
parts of the bars or numbers may cause misrecognition by the OCR. To address this, we applied a method of
automatic graph component extraction described in our previous study (Kanjanawattana and Kimura, 2016).
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This method uses a technique of pixel projection to obtain a horizontal profile and remove unnecessary

information. This provided cleaned graph components
bars and the categories on the X-axis.

......

Input images
Bar graph

a2

Coa o

Get X-title and Y-title

Extract graph components by
partitioning and using OCR

Correct OCR errors

4

Bar graph

Get axis ratio of Y-title measurement

Get the height of bars along corresponding X-categories
by identifying vertical profiling of pixels

Get a global tendency following the top of bars

. To interpret bar graphs, we analyzed the height of the

2Dchart .

s s

2Dchart

Get axis ratio of XY-title measurement

Get local tendencies and a global tendency

‘Get a regression type based on existing data point:

Obtain graph captions and paragraphs from our database

3

Process to a dependency parser

Get POS, NER, and typed dependencies

4

Collect all extracted information and store into our ontology

Figure 2. Bar height extraction based on pixel projection and a step function

Our system was able to extract the height of the bars automatically, as shown in Figure 3. After acquiring
the cleaned X-axis legend, we used pixel projection with vertical profiling to locate the positions of the bars
and their labels. Note that the position of the bars and the labels correspond. When identifying the height of
the bars, we applied a step function to smooth the results of the pixel projection and find the center of each
bar. We then measured a specific range, equal to half the distance between two neighboring centers, which
independently covered each center; we then identified the value of the highest peak within the range. Finally,
the graphical bar heights were acquired. However, these values do not match the true scale of the bars,
because the proportion of pixels used in each graph varies depending on the data presented. Therefore, the
actual bar height must be computed by multiplying the pixel proportion.

We introduced the two-step method of calculating the pixel proportion shown in Figure 4; the steps are
data preparation and Y-scale measurement. For data preparation, we initially selected the leftmost partition
containing both the Y-axis title and axis measurement after partitioning the graph image. The Y-axis title is
irrelevant to the pixel proportion and only the measurement part was retained. Numbers and their respective
positions were recognized using OCR. The next step was Y-scale measurement. We obtained the position of
each result identified by OCR and measured the difference between two neighboring recognitions, including
the difference in vertical distance. We then divided the difference between the two neighbor recognitions by
the difference in vertical distance to obtain the actual number of scale units per pixel. We were then able to
calculate the actual value of bars by multiplying the height of the bars with the scale units obtained. The
global tendency was analyzed from the centers of the bars by calculating the slope.

The main feature of a 2D chart is a line or group of data points. We therefore analyzed the graph
components, the global and the local tendencies as well as the regression type. The extraction process for a
2D chart was the same as that for a bar graph component. We initially neglected the titles of both axes to
capture the data part. We converted the image to pixel values representing data points in the graph. The
global tendency was identified using a global slope derived from the data points. We also attempted to
perform a regression analysis using a mathematical library and identify the type of regression that was best
suited to the data points using the smallest squared error. Both linear and non-linear regressions were used,
including logarithmic, polynomial, quadratic, and exponential regressions.
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Figure 3. Bar height extraction using pixel projection and a step function

Figure 4. Pixel proportion calculation

A discontinuity in the slope may represent critical information. For example, a line graph may show the
oxidation of a chemical substance against temperature and time, while a slope change indicates the saturation
point. In recognition of the importance of such local tendencies, we analyzed the trend at each pair of pixel
values. If a change was noted between any pair, the change in slope and the position were recorded.

2.2.2 Ontology Construction

We constructed the classes and relations following our earlier ontology design. The graph contents, such as
captions and paragraphs, were stored in a database. These graph descriptions were given in sentences
produced by tokenization, as a first step in building the ontology. A dependency parser identified the
sentence structures, NER, and POS tags. We endeavored to allocate each word to a category using queries in
DBpedia. The queried categories were represented as the NERs of tokens.
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3. EVALUATION AND RESULTS

In this study, the expected outputs were an ontology. Our method provided precise information for the
construction of the ontology. To validate our method and ontology, the following questions were applied to
the ontology:

1.
2.
3.

o &

24

What graph are both “blood” and “Hemoglobin” related t0?

How do aphid populations impact sugar?

What is the tendency of the number of genes related to green fluorescent protein (EGFP)
expression?

What value of Lipopolysaccharide (LPS) is described in all graphs and what is its relation?

What is a relation between Hemoglobin and Hemoglobin Alc (HbA1c)?

Query Results
SELECT ?graph 1 base:ijms-39-130.PMC3957012_figurel_1_bar
WHERE { 2 base:alm-32-17.PMC3255499_figure2_1_2Dchart
{ 3 base: base:alm-32-17.PMC3255499_figure3_1_2Dchart

base:blood rdf:type graphContentOnto: Token
graphContentOnto:tokenize_caption ?caption.
2graph rdf:type graphContentOnto:Graph ;
graphContentOnto:describe ?caption.

JUNION{

base:hemoglobin rdf:type graphContentOnto:Token 3
graphContentOnto:tokenize_caption ?caption.
2graph rdfitype graphContentOnto:Graph ;
graphContentOnto:describe ?caption.

JUNION{

base:Hemoglobin rdf:type graphContentOnto:Token ;

Blood glucose level

I
Jf LYY
2, .
3
: Hemoglobin "
ne i L ’ 1300 ! r

[ ————

I

Pioe

] ] ? "

graphContentOnto:tokenize_caption ?caption, 8 Nemogin )
?graph rdf:type graphContentOnto:Graph ; 7 - .
. Aecoribe . 5 . +
graphContentOnto:describe ?caption. gt ‘.&J‘.‘e
} 34
H %3l
2 Hemoglobin
1 1Bk
0
0 ] 8 12
Hemeghtn (/i)

Figure 5. SPARQL query command and answers for the first question

Query Results
SELECT 1"GUI" 28.2
(SAMPLE(Zcate) AS ?category) 2"Gle" 284
(SAMPLE(?number) AS ?value) 3 "Control" 27.733333333333334
WHERE { 4 "Fru" 27.133333333333333
2graph graphContentOnto:contain ?data_part ; 5 "Suc" 26.866666666666667
graphContentOnto:describe Zeaption ; 6 "Raf" 28.2
graphContentOntozis_referred ?para . 7 "Sue" 26.466666666666665

2data_part graphContentOntozis_high ?bar_height .
?bar_height graphContentOnto:value 2number ;

0.63
graphContentOnto:result_of ?xtitle . 25

2xtitle graphContentOntozis_x ?cate .

base:aphid rdf:type graphContentOnto:Token ;
graphContentOnto:amod base:populations .

30

8

Number of Aphids

{base:aphid graphContentOnto:tokenize_caption
Zeaption .}
UNION 5

0.90 055 093 0.51 063
{base:aphid graphContentOnto:tokenize_para ?para .} I I I I I
Fru Gle Geol Rafl Sta

YGROUP BY ?cate ?number ’ Contrel  Suc Ic

Figure 6. SPARQL query command and results for the second question

Query Results
SELECT ?graph ?slope 1 base:pone.0048668.PMC3490874b_figure3_b_2Dchart base:decrease
WHERE { 2 base:pone.0048668.PMC3490874c_figure3_e_2Dchart base:decrease

base:EGFP graphContentOnto:tokenize_caption
Zcaption .

base:genes graphContentOnto:tokenize_caption ; " %m . .
?eaption ; 3_ b . g 100 ~
graphContentOnto:nmod base:number £ 5:: ~
?graph graphContentOnto:describe ?caption : : ‘: LI . i': -~
graphContentOnto:contain ?data_part . 3 e N 5 w0 . .
?data_part graphContentOnto:global ?slope. 'g : § :
} 1 [
E% 1 s . g0 vz s 4
& Number of genss within the construsts §  Number of genes within the constructs

Figure 7. SPARQL query command and answers for the third question
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Query Results
SELECT ?graph ?xtitle 7number 1 base:1476-9255-11-16.PMC4046032_figured_5_bar "LPS" 79.5
WHERE { 2'!]‘118(':]476-9255-]I-lG.PM('4046[|32 figureS_4_bar "LPS" 68.5
base:LPS graphContentOnto:tokenize_component ! .
Z?component . o

?graph graphContentOnto:has ?component.
Z?component graphContentOntosis_x ?xtitle,
?har_heightgraphContentOnto:result_of ?component.
?bar_hcight graphContentOnto:value number .
FILTER regex(?xtitle, "~LPSS$", "i")

1 52

NERREERE

PSS I "

D T R — AR i

Figure 8. SPARQL query command and answers for the fourth question

Query Results

SELECT 1t e lobin base:levels
(SAMPLE(?token) AS ?Subject) 2 base:HbA I ¢ base:levels base:correlation
(SAMPLE(?token2) AS ?Predicate) 3 base:hemoglobin base:levels base:correlation

(SAMPLE(?token3) AS ?Object)

WHERE {

base:hemoglobin graphContentOnto:tokenize_caption
2caption .

base:HbAlc graphContentOnto:tokenize_caption ?caption .

4 base:HbAlc¢ base:levels base:plasma

5 base:HbAlc¢ base:hemoglobin base:Alc

6 base:HbAlc base:hemoglobin base:levels

7 base:HbAlc base:levels base:Correlation

8 base:hemoglobin base:levels base:Correlation

base:Alc  graphContentOnto:tokenize_caption 2caption. | 9 base:lIbAlc base:Alc base:Abbreviation

?token graphContentOnto:tokenize_caption ?caption. 10 base:hemoglobin base:Alc base:Abbreviation

{?token ?rel 2token2 ; 11 base:hemoglobin base:levels base:Quantification
graphContentOnto:tag base:noun; 12 base:HbA lc base:levels base:Quantification
?a base:hemoglobin.

JUNION{ :

?token ?rel 2token2 ; ! . 0aih
graphContentOnto:tag base:noun; o 8} 8% '_&‘?":'?".' s
?a base:HbAlc. =Y

JUNION{ 23

?token ?rel 2token2 ; i - Rale
graphContentOnto:tag base:noun; él i i i i 3 g
?a base:Alc. ¢ 2 0 6 8 1t 12 "

} Hemogobia (p/d

?token2 ?rel2 ?token3 . - e e . . .

2token3 graphContentOnto:tag base:noun. The caption is "Correlation between hemoglobin and HbAlc levels in

2rel rdfs:subPropertyOf graphContentOnto:depend_on. patients after 1 month of treatment. Abbreviation: HbAlc, hemoglobin Ale."

?rel2 rdfs:subPropertyOf graphContentOnto:depend_on.
JGROUP BY ?token ?token2 ?token3

Figure 9. SPARQL query command and answers for the fifth question

Note that all our input graphs were in the field of biology, as the data were collected from journals
available through PubMed. SPARQL queries were built to retrieve the related classes and relations of the
ontology. The simulation was meant to model a user attempting to use our ontology and deciding what kind
of question should be asked.

The SPARQL queries and their results are presented in Figures 5-9. Figure 5 shows the query command
and the results obtained for the first question. Three graphs presented by Nekooeian et al. (2014) and Sinha et
al. (2012) mentioned “blood” or “Hemoglobin” in their captions. Figure 6 shows a graph by Cao et al.
(2013), with the values of each bar representing the impact of aphid populations on sugar. Figure 7 presents
answers to the third question from a graph relating the number of genes and the EGFP expression by Gao et
al. (2012). Figure 8 shows how our SPARQL query interrogated the ontology to retrieve graphs by Kim et al.
(2014) pertaining to LPS and includes its values. Figure 9 shows the results for the correlation between
“Hemoglobin” and “HbA1c” in a graph presented by Sinha et al. (2012). This displayed all tokens that had at
least one relation with the specified tokens. For quantitative evaluation, we analyzed the precision and
observed errors that arose in the course of the simulation. For the aforementioned five questions, we obtained
relevant answers by using five queries. However, errors arose due to OCR misrecognition. These were
ignored because they were not related to the validity of the ontology.

4. DISCUSSION

In this study, we proposed a new method of extracting information from a graph based on the use of
ontology. We extracted the graph components and data located in the data section of the graph. A
dependency parser was applied to analyze the captions of the graph and related paragraphs. The category to
which each token belonged was acquired from DBpedia. The method was then applied to a graph-based
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search engine with user queries in the field of biology. The goal was to use the ontology to extract both
implicit and explicit information from the graphs. Five inquiries were run, and the answers returned were, in
the main, correct. Unfortunately, in some cases (e.g., the second question), failures in OCR introduced errors.
The accuracy of the results provided evidence that our method was able to precisely extract information from
the graphs. For the fifth question, answers were found from the captions of the retrieved graphs and several
triples representing tokens that were connected by dependencies were obtained. Interestingly, we were able to
retrieve tokens that were not available from the captions of the graphs, but were instead taken from other
graphs sharing the same concepts such as “quantification” and “plasma.” Based on this result, we believe that
our ontology is suitable for use in inquiries involving information pertaining to a graph. However, a
limitation of the study was that we focused only on a limited set of graphs: line, plot, and bar. Our system
does not yet support analysis of other graph types that require a different method of interpretation. Moreover,
the system currently cannot deal with multiple data.

5. CONCLUSIONS

We developed an effective method for extracting graph information, and an ontology to support the
dependency parsing of English sentences. Several techniques were combined to achieve this: OCR, NLP, and
ontology. We evaluated the method by using the constructed ontology to address five questions. Accurate
answers were obtained and significant results were achieved by the shared concepts used in our ontology,
thereby demonstrating the effectiveness of the method. In future studies, we will develop the system further
by building a simple user interface and extending the dataset to allow quantitative evaluations. We may also
extend the domain of search data to other fields such as engineering.
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ABSTRACT

It is preferable for business professionals to develop web applications which must be modified frequently based on their
needs. A website for matching is a typical example because various matching websites for C2C (Consumer to Consumer)
have recently been opened in relation to the “sharing economy”. In our case studies on end-user development, web
applications are developed using domain-specific application frameworks. Applicability of these domain-specific
application frameworks has a tradeoff relation with programming granularity in which business logic is expressed. The
template for the business logic definition based on three-tier architecture of user interfaces, business logic and databases
improves the applicability.

KEYWORDS
Application Framework, Web Application, End-User Development, Applicability, Three-Tier Architecture

1. INTRODUCTION

Most web applications are developed by IT professionals and used by business professionals, domain experts
and/or citizens. Such web applications have already become indispensable parts of our lives. On the other
hand, a lot of routine work is still performed by manual operations although these manual operations for the
routine work can be automated by IT. This is because web application development by IT professionals
requires a comparative fund.

Primarily, it is preferable for business professionals themselves to support these web applications since
web applications must be modified frequently based on users’ needs. Therefore, technologies for end-user
development have become important for the automation of the routine work.

Terms for end-user computing (EUC) and papers on EUC came out in the 1980s. Some papers described
definitions and classifications of EUC (Cotterman et al. 1989), the management of EUC (Brancheau et al.
1993) and summary of the trends of end-user development without IT professionals’ assistance (Sutcliffe et
al. 2004). End-user software engineering research for end-user programmers and domain experts appeared
also (Fischer et al. 2009; Ko et al. 2009). Reference (Scaffidi et al. 2005) estimated that the number of
end-users increased in American workplaces and indicated that it was necessary to clarify what end-users are
creating with their programming environments and how to improve those tools. Furthermore, reference
(Burnett 2012) indicated that it was important to improve software quality in the end-user software
engineering area.

Our research target is the technologies that business professionals with domain expertise can definitely
define their business rules for their own jobs as requirement specifications which are transformed into
executable software without additional description in programming languages. Generally, there are three
approaches corresponding to the user interface (UI), business logic (BL) and database (DB) based on the
three-tier architecture which has been popular with web applications. In our studies, we considered that
end-users are familiar with the Ul-driven approach and then developed domain-specific application
frameworks based on components. The construction of the graphical user interface and the simple database
system was supported by using application framework and visual modeling technologies (Chusho et al.
2011). As for the business logic, however, it is rather difficult to support it in the same way, because there are
various kinds of business logic. The applicability of domain-specific application framework for end-user

27

www.manaraa.com



ISBN: 978-989-8533-58-6 © 2016

development is dependent on how the business logic is expressed. Then, the business logic should be
expressed from the view of the service providers or the support systems instead of the view of the clients.
Finally it is confirmed that the template based on the Ul-driven approach is useful for requirement
specifications of business logic.

This paper presents basic approaches for web application development in Section 2, applicability of
domain-specific framework in Section 3 and the template for a tradeoff solution in Section 4.

2. BASIC APPROACHES

2.1 Domain-Specific Technologies

Our approach to end-user development is explained in the following layers:
® The business level {Business models}
<< The semantic gap: Domain-specific technologies >>
® The service level {Domain models}
<< The granularity gap: CBSE >>
® The software level {Components}

A business model at the business level is defined by those end-users who are business professionals and
domain experts. Then, the domain model at the service level is constructed by the set of the required services
as the software requirement specification. At the software level, the domain model is implemented using
components. In this approach, the granularity gap between components and the domain model is bridged by
CBSE (component-based software engineering) such as business objects (Sinha et al. 2013), patterns and
application frameworks. On the other hand, the semantic gap between the domain model and the business
model should be bridged by domain-specific technologies with domain knowledge (Sprinkle et al. 2009).

Approaches based on the three-tier architecture are classified into the three categories of Ul-driven,
model-driven and data-driven processes by first focusing on either the Ul (user interface), the model
(business logic) or DB. The Ul-driven approach has recently emerged as web applications have been
increasing sharply. In our Ul-driven approach, visual forms were defined first and the framework was used.
The business logic dependent on the application was included in form definitions. The other business logic
was embedded into the framework. One of the main problems for end-user development is how to describe
business logic.

In our studies on domain-specific technologies, the application domains such as the reuse of second-hand
articles and lending books or equipment were selected because these domains are familiar to everybody. All
of them required at least two DB tables for services. One was for member registration and the other was for
object registration. The member implies a system user who may become a provider or a requester of an
object. The object is an article, a book, or a piece of equipment. The basic operations are CRUD (create,
read, update and delete). For example, a member can register an object, read registered objects, update them
or deletes them. Although the columns of a record are dependent on the object, these differences are unified
by the concept of “matching” between an object provider and an object requester.

Furthermore, business logic must be different for each application. There are many kinds of applications
in the domain of matching services. It is difficult to develop an application framework that can be used for all
kinds of matching services because such a framework requires a lot of customization and the merit of easy
development of an application is lost. Therefore, it is necessary to focus our research target on a limited
subdomain. For this purpose, we analyzed and classified matching services (Chusho et al. 2015). Websites
for matching services are characterized by the following three factors:

® \WHO : providers and requesters
® WHAT : things and services
® HOW : algorithms for matching decision

For the WHO factor, providers and requesters are limited to ordinary users in our research. Such business
activities, such as online shopping and hotel reservations, are not our research target, because the
requirements for web applications are too complex. Reuse promotion services supported by local
governments, however, are our target because these services are operated at actual counters, instead of
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websites, and often face a shortage of talents or funds. Our research product will solve this problem
effectively. Regarding the WHAT factor, our research targets are things which are reused or are lent, as well
as services, such as volunteer work for snow shoveling or the repair of houses damaged by floods. As for the
HOW factor, our research target is limited to domains with simple algorithms, and applications with
complicated algorithms are omitted, because it is difficult for end-users to define the business logic.

2.2 Web Applications for Matching Service

There are many kinds of matching service sites in practical use and some of them become topics on TV or in
articles in the newspapers in recent years in Japan. For example, crowd funding, crowd sourcing, reuse of
secondhand articles, rental space, rental cars, real estate sales, special lectures such as English conversation
for the Japanese, parking at a residential area, baby sitting and others.

In particular, two typical examples, namely rental rooms at homes, such as Airbnb, and ride-sharing, such
as Uber and Lyft, are popular in many countries. Actually, in Japan, these services are considered illegal and
limited to some areas which the government admits. The government intends to decide new rules and
regulations for promotion of these services. However, groups of hotel managers or taxi drivers request the
government to make the rules and regulations severe for fair competition.

Generally, many kinds of matching services become more and more popular as mobile phones have come
into wide use recently. Many matching sites can be accessed from the outside or require registration of a
photograph of target objects, such as rooms and clothes, because a user can take photographs by using a
mobile phone easily. Furthermore, most web services for sharing economy are kinds of matching services.

Primarily, our target for end-user development is different from such matching services supported by IT
professionals. For example, local governments support various events for ecological activities such as flea
markets, but the effects are limited because of manual operations without IT. Furthermore, when volunteers
are requested for natural disaster areas, the local government cannot support the volunteers effectively
because of manual operations without IT also.

In order to make our research target clear, the following two criteria were introduced for the analysis of
many kinds of matching domains from the viewpoint of the users:

* Request for the trustworthiness of participants

* Request for quality of things or services

These criteria are essential for matching domains. For example, the reuse support service where an article
to be reused is given free to a requester by a provider is characterized by <low, low> as values of two criteria
in Fig.1. Another reuse support service where an article to be reused is sold to a requester by a provider is
characterized by <high, high>. In this case, there may be troubles with payment. Another reuse support
service where the requester pays the provider via a website is characterized by <low, high> because the risk
of trouble in payment is reduced. Finally, voluntary snow shoveling where a volunteer may visit a house in
which an old person lives alone is characterized by <high, low>.

Typical examples of sharing economy may be considered, namely accommodation for travelers and
ride-sharing, and the related services. A hotel reservation site is positioned on <low, low> because hotels are
trustworthy and the quality of a hotel room is correspondent with the rate. A taxi calling site is positioned on
<low, low> also because taxi drivers are trustworthy and the quality of services is assured by taxi companies.
On the other hand, sites for rental rooms at home and sites for ride sharing are positioned on <high, high>
because the trustworthiness of service providers and the quality of the rental rooms or ride sharing services
are not known.

High High
£ 3 A - -
- <high, high>
=<low, high> <high, high> <low, high> Complicated
Trustworthiness algorithm and
Quality and Quality Alot of a lot of
is required are required business rules business rules
Low » High Low < » High
Trustworthiness <low, low> <high. low= Algorithmic <low, low> <high, low>
i ; Simple algorith
of participants The both Trustworthiness complexity Imgned :g;; " Complicated
are not required is required business rules algorithm
4 Quality of things or services Y Quantity of business rules
Low Low
Figure 1. The criteria based on user view Figure 2. The criteria based on system view
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The classification with these two criteria is based on a user view. The end-user development, however,
requires a system view instead of a user view because the success of end-user development depends on
whether it is easy for end-users to develop web applications for matching sites. Therefore, the following other
two criteria were introduced:

* Algorithmic complexity

* Quantity of business rules

The possibility of end-user development depends on these criteria. If the business logic which the
end-users define requires a complicated algorithm, the automatic generation of the corresponding source
codes will become difficult. If the number of business rules increase too much, it may be difficult for
end-users to define the business logic consistently.

Considering the examples above, the reuse support service where an article to be reused is given free to a
requester by a provider is characterized by <low, low> in Fig.2 because the matching algorithm will be
simple if the first requester for the registered article obtains the service, and business rules will be a few if the
first requester negotiates a detailed procedure for getting the service from the provider directly without
mediation of the website. A reuse support service where an article to be reused is sold to a requester by a
provider is classified into several categories. Sites belong to <low, low> if the price is fixed, the first
requester gets the service and the requester pays the money to the provider directly, without mediation of the
website. The matching algorithm will become more difficult if the price is decided at an auction. The
business rules will increase if the requester pays the provider via the website.

Voluntary snow shoveling is classified into several categories as well. Sites belong to <low, low> if the
number of volunteers are fixed and the volunteers are admitted until the number is filled. The matching
algorithm will become more difficult and the business rules will increase if volunteers are registered in
advance before volunteers are requested for an actual project, and the volunteers for the project are selected
out of the registered members.

Sites for rental rooms at homes are positioned on <low, high>. The matching algorithm is simple because
the service requester selects a room from registered objects by himself/herself. However, a lot of business
rules should be processed because many kinds of properties of each object are registered and used for
searching through the registered objects database. Sites for ride-sharing are positioned on <high, low>. The
matching algorithm is complicated because the system must select the service provider which is nearest to the
requester.

Consequently, our research target in the system view for end-user development is limited to the <low,
low> domain in which the algorithm is simple and there are not too many business rules. The <low, low>
domain in the user view is preferable for end-user development, because websites which end-users develop
and put into practice do not have the sufficient ability to solve troubles with the trustworthiness of
participants and/or the quality of the things or services.

A reuse support system for free articles was selected for the experience with the end-user development as
one of web applications which satisfy the requirements mentioned above. This is because it is expected that
IT (information technology) contributes to saving resources and environmental preservation for a sustainable
society. For example, on a reuse support by a local government, the number of articles and the number of
participants will increase if business professionals of the local government develop the application for the
web site in which providers can register articles to be reused and requesters can search the list of registered
articles for their own use easily.

Recently, volunteer support systems have been selected for the experience with the end-user development
as another web application which satisfy the requirements mentioned above. Natural disasters such as great
earthquakes, tsunami, floods and mudslides by heavy rain, sometimes strike areas in Japan. At that time,
many people want to help refugees as volunteers by clearing the garbage from houses and supporting their
lives at places of refuge. These volunteers are not actually dispatched to suitable sites where they are required
because the local government must process many kinds of requests through a small staff and the management
of volunteers and relief supplies tends to be late. The volunteers could be dispatched quickly to suitable sites
and relief supplies could be dealt quickly to the people who need them if the local government staff can
develop and operate a web application easily for matching volunteers and sites that require a lot of support,
or relief supplies and refugees.
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3. APPLICABILITY OF DOMAIN-SPESIFIC FRAMEWORK

We have already tried to develop the technologies for end-user development of web applications which are
used for websites. The typical five experiences are shown in Fig. 3. The horizontal axis implies the
programming granularity. The granularity is small if the business logic is described in programming language
such as Java. On the other hand, the granularity is large if the business logic is described in domain-specific
language such as business words. The scripting languages are positioned on the middle. Generally, the
description level will tend to the non-programming level as the granularity becomes larger. The vertical axis
implies the applicability of the domain-specific framework. Generally, the domain which end-user
technologies will be applied to is limited as the applicability becomes lower.

In the first case study in the highest applicability in Fig. 3, a domain-specific framework was developed
and applied to the development of a reuse support system (Li et al. 2012). This is a component-based
framework. An application is constructed not by programming but by defining the components. The end-user
models DB, GUI and the business logic by using visual modeling tool and keeps these results in the JSON
model, the CSS model, and the SQL statements. The framework runs applications by interpreting these
models.

In the practical modeling process, first, the end-user needs to create three tables for management of
members, objects, and requests for registered articles, while defining the name and the data type of each
column in the tables. Next, the GUI is defined with the information including the items, item attributes,
display style, an input/output, etc. while creating the components by dragging and dropping the elements and
setting up the attributes of an element. Then the pages are composed of the components. The functions for the
business logic are classified into four categories: {validation, DB operation, page transition or navigation}.
For example, the SQL statements for the business logic are generated by setting the reference between the
data models and the relationship of the data model and the GUI. These relationships are defined by
connection lines between objects.

=
High [
| <Framework> Business logic is definable |

| <Framework> Business logic in stored procedure I

| <Rule base> Visual programming |

Applicability

I <Model transformation> Tile programming I

I <Framework> Business logic is not definable |

Low

Small Programming Granularity Large

Figure 3. The relation between applicability and programming granularity

In the second case study in Fig. 3, a domain-specific framework was developed and applied to the
development of a reuse support system (Xu et al. 2014). The main part of procedures for business logic is
included in the database. The functions of the reuse support system were defined as follows: (1) The user
registration and modification of the user information, (2) The user identification by using the mail address,
(3) The article registration and update of the article information, (4) The search and request for articles, (5)
The process for making a decision of the receiver. The system was developed based on ASP.NET MVC
model. The DB server was implemented by using the SQL server. The six DB tables were introduced for the
information of users, articles, requests for registered articles, the kind of article, methods for passing articles,
and management of matching state transition.

Let’s consider the following typical rule about article registration:

“If the user has already registered some articles the number of which is the upper limit,
the user cannot register another one.”

This rule requires database access and will be processed as follows: (1) The information about the articles
registered by the user is retrieved, (2) The number of registered articles is counted, (3) If the number is less
than the upper limit, the article is registered, (4) If the number is the upper limit, the article is not registered.
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Almost all processes execute database access as this rule does so. Then business logic including this rule is
implemented in a stored procedure, instead of using SQL statements. The maintainability is improved for
frequent business rule modification. The description of business rules which end-users input by using a visual
tool should be transformed into the stored procedures by an automatic code generation tool. The four basic
stored procedures {select, insert, update and delete} for each table of a reuse support system are prepared.
The other stored procedures are generated by modifying these basic stored procedures.

In the third case study in Fig. 3, a domain-specific rule-based system was developed and applied to the
development of a reuse support system (liyama et al. 2015). The main part of procedures for business logic is
expressed in rules and then transformed into an Android application. It is convenient for a provider of an
article to take and register the photograph by using a mobile phone. End-users define business rules of the
web applications by embedding the value components in process components and condition components. The
condition components are used for construction of the condition part of a business rule. The process
components are used for construction of the action parts of a business rule. Some of them are prepared for
CRUD operations for DB access. For these rule definitions by using a visual tool, it is necessary for
end-users to understand a few programming concepts.

In the fourth case study in Fig. 3, model transformation technologies based on a model-driven approach
were developed and business logic of an application system was described with tile programming (Chusho et
al. 2011). The model transformation technologies were applied to development of a small-scale library
system since this approach is suitable for workflow-centered back-end systems.

A web application model was designed by using the visual modeling tool with a palette of general
components. Some pages were defined, namely the top page of the application, the form for the registration
of a book, the form for the definition of business logic of the registration of a book, the form for the
announcement of completion of the registration of the book, and the form for database manipulation. Tile
programming was adopted and then the system prepares some templates for instruction statements. End-users
construct the business logic by combining these templates. This model is transformed into the design model
under the condition of the particular platform of the Struts 2 framework. In examples of mapping, some of
them are as simple as one page being mapped into one JSP document. Others are as complex as the business
logic being mapped into Java classes and a Struts.xml document. This transformation program is described in
XSLT since both models are stored in XML in the system. The code generation tool generates the source
codes for the application which include Java classes with class names, properties and methods, and JSP files.
On the other hand, a set of files which is common to web applications, is not included in the design model,
and is appended to the source codes by the code generation tool. The web application model is composed of
25 form definitions, 8 business logic definitions and 3 database table definitions. It was confirmed that it was
easy for end-users to construct the web application model.

In the fifth case study in Fig. 3, a domain-specific framework was developed and applied to the
development of a small-scale library system without complicated business rules (Hashimoto et al. 2012). This
framework was developed based on Ruby on Rails since a simple application with basic access to the
database was generated by using scaffolding in Rails. The framework provides visual tool with GUI
(graphical user interface) for definitions of database tables. DB search functions and validation functions for
input data values were added to the framework. Then end-users can select these functions if the applications
needs them. On the other hand, end-users cannot define arbitrary business logic since the framework
promotes end-user development with a non-programming method.

Consequently, Fig. 3 shows a tradeoff between the applicability of domain-specific frameworks and
programming granularity. Then, such process improvement of business logic definition as the applicability
becomes higher for the same programming granularity is important for promotion of end-user development.

4. THE TEMPLATE FOR TRADEOFF SOLUTION

4.1 The Template for Business Logic Definition

For considering web application generation process for solutions of the tradeoff problem mentioned above,
an application architecture is limited to a typical three-tier architecture. Then, web applications are defined
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using a business logic definition tool and a CRUD definition tool. Our web application generation process,
named the ABC development model, is expressed as follows:
Application = Business logic + CRUD
A web application is defined at the logical level by end-users as follows:
1. The user interface and the DB tables are defined.
2. The business logic is defined based on the above definitions.

The business logic at the requirement specifications level is mapped into the combination of user
interfaces (UI), business logic (BL) and databases (DB) based on the typical three-tier architecture. The
following template is introduced because the Ul-driven approach is suitable for the end-user development:

1. Ul The system gets a request from a client.
2. BL: The system processes the request.

3. DB: The system accesses the database.

4. BL: The system processes the results.

5. Ul The system displays the results.

This template, named UtoU, implies that the typical process is {Ul > BL > DB > BL > Ul}. It is easy for
an end-user to understand this process because the end-user as a business professional or domain expert is
familiar with the following typical work flow such as getting a resident’s card: (1) A client fills out an
application for the card and hands it to the service counter at a city office. (2) A clerk at the service counter
checks the application and passes it to a computer operator in the back. (3) The operator inputs the
information about the client and gets the resident’s card. (4) The clerk receives it and confirms the contents.
(5) The clerk finally hands it to the client. Therefore, the UtoU template is considered to contribute to
overcoming the tradeoff between the applicability and programming granularity in Fig. 3 because the process
of business logic definition is improved as the applicability becomes higher for the same programming
granularity. A case study for this process using the UtoU template is described in the next section.

4.2 A Case Study

Recently, volunteer support systems have been selected for the experience with the end-user development.
Many people want to help refugees as volunteers, clearing garbage from houses and supporting their lives at
places of refuge after a natural disaster. These volunteers are not actually dispatched to suitable sites which
require them because the local government must process many kinds of requests through a small staff and the
management of volunteers and relief supplies tends to be late. The volunteers could be dispatched quickly to
suitable sites if the local government staff could develop and operate a web application for easily matching
volunteers with sites that require a lot of support, or relief supplies for refugees.

Therefore, an application framework for a volunteer support system was developed (Yokoi et al. 2015).
The design concepts are simple matching algorithms and minimum requirements for practical application
development. If a volunteer select a project after the project is registered, the project manager decides quickly
whether or not to accept the volunteer. If the project manager selects volunteers from a list of candidates who
are registered in advance, the selected volunteer decides quickly whether or not to accept the request. This
framework was implemented by using JavaEE and applied to development of a volunteer support system.

Let’s consider applying the UtoU template to a definition of registration of volunteers for supporting
refugees of a natural disaster. First, the first user interface of the template: { *Ul* > BL > DB > BL > Ul} is
defined by listing all input columns at the logical level as follows: { the identification number of the specified
voluntary project, the member identification number, the name of the volunteer, the check box for a
declaration of observing the rules on volunteer activities}. Next, the last user interface of the template: { Ul >
BL > DB > BL >*UI*} is defined by listing all output columns at the logical level as follows: {the name of a
volunteer, the identification number of the specified voluntary project, the registration number of the
project}. Then, the DB table of the template: { Ul > BL > *DB* > BL > Ul} is defined by listing all columns
of each record at the logical level as follows: { the identification number of the voluntary project, the
registration number, the member identification number of the volunteer, the date, the status of “registration”
or “rejection” }. Then, the first business logic of the template: { Ul > *BL* > DB > BL > Ul} is defined by
listing checks of input columns and internal processes as follows: { All input columns are filled in; All input
data are valid; The identification of the registration date; The confirmation of being not full; The generation
of the registration number;}. Finally, the last business logic of the template: { Ul > BL > DB > *BL* > Ul}
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is defined by listing all output columns and internal processes as follows: { The name of a volunteer; The
identification number of the project; The registration number on the project;}.

5. CONCLUSION

It is preferable for business professionals themselves to support their web applications since web applications
must be modified frequently based on users’ needs. Therefore, technologies for end-user development have
become important for the automation of the routine work. This paper described domain-specific technologies
for the end-user development of web applications with the three-tier architecture of the user interface,
business logic and database. The matching domain was selected for case studies and analyzed. Then, the
applicability of the domain-specific technologies was analyzed. For improving a tradeoff between the
applicability and programming granularity, the UtoU template was introduced as the applicability becomes
higher for the same programming granularity. After the DB table definitions and GUI definitions, business
logic is defined by using the UtoU template. It was confirmed that these technologies are effective for
end-user development.
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ABSTRACT

After Croatian accession to the EU, Croatian companies have faced tough competition and all other challenges posed by
doing business in open markets. These companies must increase competitiveness and take their position on developed
globalized markets through differentiation of their products and services and/or creation of cost advantage. For many
companies in Croatia this necessitates restructuring of the firm through which a comparative advantage can be achieved.
This paper describes the restructuring process and actions which are taken during the restructuring, the goal of which is to
increase efficiency and achieve intelligent management of the company. During restructuring process, it is important to
apply both qualitative and quantitative approach in business analysis in order to detect key weaknesses and problems.
The main tool in business analysis, which is the foundation of making business decisions during restructuring process, is
the business intelligence system. Business intelligence systems enable companies to obtain wide-ranging information
about factors which influence the business. The presented case study demonstrates specific examples of utilization of
business intelligence systems during the restructuring process, synergy of business intelligence, strategy and business
processes and improvements achieved through implementation of certain measures during the restructuring process.

KEYWORDS

Bl technologies, data warehouse, analytical processing, reengineering, case study

1. INTRODUCTION

The increasing intensity of competition in global markets and the global economic crisis had a negative impact
on the profitability of Croatian companies in recent years. There are several reasons, but one of the most
important ones is that Croatian products are on the lower level of competitiveness in terms of price and quality
compared to products on the international markets. It is therefore of great importance to restructure Croatian
companies, ensuring increased competitiveness and business efficiency.

These conditions require management to conduct company restructuring in order to achieve efficiency and
every aspect of success. Usage of Bl technology and development of business intelligence system have an
important role in achieving maximal effects of the company restructuring.

This paper is structured as follows. Following an introduction, in Section Il, the Business Intelligence is
shortly presented, brief overview and advantage of company restructuring is displayed in Section Il1, examples
of Bl system application in the restructuring process is shown in Section IV. Finally, in Section V, the main
conclusions are drawn.

2. BUSINESS INTELLIGENCE

Business Intelligence is a set of tools and methods that helps the company to collect internal and external data,
converts them to information and based on information creates knowledge. According to Peter Drucker
(Drucker, 2003), knowledge has become a key economic resource that is by relevance ahead of the three
traditional business resources (labor, capital and land).
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Main components of business intelligence as shown in Figure 1 are (Liautaud and Hammond, 2001):
. Data Warehouse,
. ETL process (Extract, Transform and Load),
. Business intelligence platforms.
BUSINESS INTELLIGENCE

Data . o ETL 6 Data 0 Bl platforms

sources I warehouse

ERP
Excel

WEB

____ _;; _____
i 'I ||||I||l'f h

Figure 1. Main components of BI

Each of these components will be further developed below.

2.1 Data Warehouse

Data warehouse is a repository designed to accept data collected from transaction systems, operational data
stores, and external sources. Data Warehouse then connects this information in the aggregate, summary form
acceptable for analyzing and reporting based on pre-defined business needs (Gartner, 2015). Operational
database disables the integration and analysis of data from various modules that significantly complicates the
understanding of the entire business and at least a certain part of the process. Due to the limited space in the
operational database, it does not contain historical data so it is impossible to conduct an analysis of trends and
performance over a longer period of time.

The data warehouse allows us to get integrated data in a short period of time from which we can monitor
trends and predict future events. "Decision support system based on the data warehouse concept ensures timely
access to quality information as a basis for decision making*“(Curko, 2001).

A data warehouse is the data base where business data is collected and stored, but also represents a source
for information that will later be processed and used in business intelligence reports. The data warehouse
should be designed in a way that easily adapts to changes in business, must have the ability to accept new data
and changes in the hierarchy and relations among the data. It should include data from all functional parts of
the company to meet the information needs of users on the strategic and operational levels. Apart from internal
sources, data warehouse can collect structured and unstructured data and information from external sources.

22ETL

The set of processes that are in professional community called ETL process aim to extract, transform and load
data from one or more operational databases into the data warehouse (Panian, 2007). ETL starts with the
preparations that include conversion, synchronization and data cleansing (Panian and Klepac, 2003). The
extraction phase aims to convert the data collected from different sources into a single format appropriate for
data transformation. Data conversion is needed to unify the data that will be used in later phase.
Synchronization is important in order to avoid data inconsistency when the same attribute in data warehouse
has different values. Data cleansing is the process of detecting and deleting corrupt or inaccurate records from
a database that could have occurred during testing and simulation.

2.3 Business Intelligence Platforms

Business intelligence platforms are tools that help end users, through processing data, to analyze business, to
find out what happened in the past, why a particular business event appeared, to see what is currently
happening and to try to predict future events. Figure 2 (Wayne and Eckerson, 2007) presents the tools that
are appropriate for each individual need and will be described below.
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Figure 2. Bl platforms (Wayne and Eckerson 2007)

Business Intelligence Reports are predefined reports and ad hoc queries that give the information about
events that already occurred.

OLAP is a group of tools for creating information and knowledge out of data and is an acronym for
On-Line Analytical Processing. “OLAP is a conceptual and intuitive model based on a multidimensional
analysis method, which implies that data can be simultaneously looked at through a larger number of filters,
which in technical terms are called dimensions™ (Panian, 2007). OLAP involves very robust computing
capabilities needed to meet the specific calculation requirements of the multidimensional structure. OLAP
tools rely on warehouse or data mart from where they gather information and allow a user to perform rapid
analyses that enable managers to ask questions and get answers in a very short time.

Dashboard is a visual display of the most important information needed to achieve one or more objectives
that have been consolidated on a single computer screen so it can be monitored at a glance (Few, 2006).

And finally, BI platforms include the data mining capability. "Data mining is the search for valuable
information in large volumes of data. Data mining is the exploration and analysis, by automatic or
semi-automatic means, of large quantities of data in order to discover the meaningful patterns or rules"(Peji¢
Bach et al, 2007). Data mining can be interpreted as finding of relationships between variables in large
amounts of data in order to discover some behavior patterns that were unrecognized before and to more
accurately predict future trends, enabling us to make business decisions based on knowledge.

3. COMPANY RESTRUCTURING

According to data published by the Croatian Bureau of Statistics’, there was a significant drop in activity of
industrial enterprises in Croatia in the last few years. Significant decline in GDP and industrial production was
for the first time recorded in 2009. The effects of the global financial crisis which started in 2008, have spilled
over into the real sector, and in 2009 the gross domestic products of all economic superpowers such as United
States, Japan and the European Union have declined. Although the global economic recovery started already
in 2010, Croatian economy has continued to decline until 2015, which has negatively affected Croatian
companies that were traditionally more focused on domestic market. To compensate the income loss in
Croatia, they had to focus on foreign markets. In addition to the crisis, Croatian accession to the EU had an
additional impact on the Croatian industry, which meant that companies had to make greater effort to gain and
maintain competitiveness.

In such tough economic environment many companies have had to implement some kind of restructuring,
which should help them achieve optimization of operations and cost reduction, thereby ensuring international
competitiveness.

3.1 Financial Restructuring

Companies in distress in most cases are facing liquidity and insolvency problems. In order to improve the
financial situation of an enterprise, companies go through financial restructuring process. The most important
measures which are normally included in restructuring plan are (Pomerleano and Shaw, 2005): debt to equity
swap, capital increase, debt write-off, extension of loan maturity and reduction of interest rates.

! http://www.dzs.hr/basic indicators
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In September 2012, Croatian Government has adopted Pre-bankruptcy settlement procedure as a legal
framework for carrying out the financial restructuring process. The implementation of the financial
restructuring has a short-term goal of improving financial stability of the company. However, in order to
achieve long-term stability and remove the causes that led to the crisis it is important to carry out operational
restructuring too.

3.2 Operational Restructuring

The process of operational restructuring starts with a very detailed analysis of existing conditions and
benchmarking. The objective of operational restructuring is a fundamental change in the cost structure in order
to achieve the greatest value to the customer at the lowest cost (Zilka, 2010).

More often than not, management becomes aware of the need for the restructuring after significant decline
in profitability and liquidity problems. Most companies at this stage are in a state of "unconscious
incompetence”, they are unaware what they are doing wrong, but to get to the stage of “conscious
incompetence” and discover the causes of reduced profitability, we need business intelligence.

Figure 3 (Zilka, 2010) shows the fundamental framework of the operational restructuring. The foundation
elements of the restructuring process are: analytics and benchmarking; change management and
communication; and governance and knowledge management.

At the core of the model are data, analytics, and benchmarking. The best way to find out which parts of the
process are inefficient and non-optimized is to compare parts of business processes and performance metrics to
industry leaders and best practices from other companies.

Organizational

Efficiency

Effectiveness.

Governance and Knowledge
Management

Figure 3. Holistic Framework (Zilka, 2010)

Application of these methods can help detect business segments that are performing well and other
segments that have to be improved.

The restructuring process implies the implementation of changes in business. It is important to
communicate the changes with employees and explain the reasons for the implementation so they can except
and execute changes.

The project team involved in the restructuring process must include highly qualified employees from all
segments of the company. The project team, through the process of restructuring, is building a knowledge
management system, which increases the level of knowledge in the company and is supplying employees with
the information relevant to the business. Members of the project team, after the changes are implemented, train
employees on how to utilize the new and improved processes, tools, and technology in order to successfully
implement changes.

The framework consists of three separate and distinct work streams: organizational efficiency, business
process improvement and business process outsourcing.

The goal of reorganization is to modify the current structure in order to meet its objectives more
effectively, while transformation includes fundamental change in the structure itself and in the organizational
culture of the company (Sikavica and Novak, 1999).

A process can be viewed as a set of activities performed utilizing human resources, technology and
information to get to the final product. Business process improvement (BPI) is a set of disciplines and tools
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applied by managers to improve company performance (Improving Business Processes, 2010; Khan, R. N.,
2004). BPI focuses on introducing drastic and fundamental changes to business processes with the aim of
increasing efficiency. Companies and managers usually use process maps to define all the process activities
and the process workflow. Companies with developed business intelligence systems regularly monitor the
performance of each process, as well as measure the success and the level of input and output of different
process segments. In defining a process map, each process step is explained in detail, including a description,
number of repetitions, responsible person and time required for completion. In this phase, a proposal for
process redesign, which would ensure quality output and fulfillment of customer expectations at the lowest
possible cost and within the shortest possible period of time is prepared. Through process redesign, the number
of duplicate tasks, causing unnecessary utilization of resources, is reduced. Process steps that are independent
from others are outsourced, and certain activities are proposed to be performed simultaneously in order to
reduce time required for process completion. The ultimate goal is to establish a system for monitoring business
process steps using business intelligence systems to enable simple monitoring and bottleneck detection in the
future.

Outsourcing of business processes or activities (Bahtijarevi¢ Siber and Sikavica, 2001) is an organization's
decision to stop an activity that is more successfully performed by the competition, which is usually connected
with the organization through a network. Organizations thus focus on their main activities and outsource the
activities which they perform less successfully than the competition. The decision to outsource an activity
relies mainly on the fact that external sources (sources operating outside the organization) perform particular
activities more efficiently and at a lower cost compared to the organization. The decision to apply outsourcing
as a business strategy must be preceded by a thorough analysis of the organization's condition, taking into
consideration all its structural elements. A detailed analysis of the costs of each process considered for
outsourcing is performed. The results are then compared to the costs that would be incurred through
outsourcing.

Goals that need to be achieved through the process of operational restructuring: a) efficiency, b)
effectiveness, and c) enablement. Through restructuring process, we want to enable company to do the right
things in efficient way.

4. EXAMPLES OF BI SYSTEM APLICATION IN THE RESTRUCTURING
PROCESS

The company which constitutes the subject matter of the case study initially had a partially developed
business intelligence system, which was upgraded in the restructuring process to suit the company’s business
needs. An important segment of any business intelligence system is a profitability monitoring system.
Depending on the activities that it performs, a company's profitability can be analyzed taking into
consideration the three main business segments, i.e. production, engineering and logistics.

4.1 Production

The goal of any company is to allocate as many costs as possible to product units in order to determine which
types of products or services are most profitable, i.e. which products or services contribute most to the
coverage of costs and should be focused on in order to achieve the highest possible earnings. It is sometimes
extremely difficult to do so as some of the costs may not be allocated to a particular product or are allocated
based on the estimated utilization of particular resources (e.g. depreciation of machinery, power, and similar).
The more precise the cost allocation, the more realistic the view of the company's business operations, e.g.
the average profitability by product, market, and similar. Business intelligence systems are the most
important tools for deriving such information. Since the analyzed company used data from two different
sources in its Production Business Unit, i.e. a production process information system developed for company
purposes and a warehousing and sales module built into the transaction system purchased and adjusted to the
company's business needs, application of a business intelligence system proved necessary to integrate such
data. Prior to integration of production and sales data into a data warehouse, it was quite difficult to monitor
the actual profitability since one source included data on utilization of raw material, hours of work, power,
etc., while the other included data on realized revenues by product category, and the data were not unified.
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Profitability used to be monitored by taking into consideration the calculative price (estimated) and not the
actually booked costs per work order. This was quite misleading in cases where calculative prices were
significantly different from the realized costs. Figure 4 presents the process of integrating sources and data,
which enables profitability monitoring by product and customer.

§ PRODUCTION :

Production process Warehouse Sales

Product . X
: Actualcost ~®——® Planned price &—® Sales price

v

The link between the planned price and the actual cost was created by building a
data warehouse

Figure 4. Connecting data in Production module

This monitoring method is significant as it allows comparison of prices with the competition as well as
determination of margins achieved by particular product category. In case the margins fall below average, the
company can identify the categories and production processes that are less profitable and start implementing
measures to improve and reengineer certain business processes in its Production Business Unit.

4.2 Logistic

In the analyzed company, logistics used to be merely a support activity performed within the Construction and
Production Business Units. The largest part of logistic activities referred to transportation of goods and use of
specialized vehicles as tools for on-site construction works. The existing transaction system provided very
little information on performance of the Transportation Business Unit, which made any analysis impossible.
The services were billed applying the prices based on estimated costs per vehicle category, but the comparison
of revenues and actual expenses was possible only at the aggregate level of revenues and expenses of the
Transportation Business Unit. The company’s business intelligence system was later upgraded to include the
possibility of collecting the following additional information for each vehicle, thus enabling analysis of
company performance and comparison of prices with the competition: start and end point of each trip, realized
mileage per trip, quantity of freight which is being transported and vehicle utilization in days per year.

The costs are allocated at the level of particular vehicles. After collecting the above mentioned data, it is
possible to make analyses and obtain answers to the following questions:

. Towhat extent is a particular vehicle utilized during a period of one year (in days and kilometers)?
« What is the average weight of the freight being transported?
« What is the share of fixed costs in the total costs per vehicle?

The analysis showed that the vehicles used to transport goods were insufficiently utilized and that the
average realized mileage per year was very low, which is why the share of fixed costs (depreciation of
vehicles, cost of maintenance, driver salaries, etc.) was high in terms of unit prices. An additional disadvantage
determined through the analysis is the fact that the vehicles usually return empty and the return trip is therefore
not charged for. This is due to the fact that the company is not registered for performing transportation
services. It transports goods for own purposes only, which makes it very difficult to fill the capacities during
the return trip. Service providers specialized in transportation usually manage to fill the capacities and record a
smaller share of unutilized trips due to a large number of customers. The analysis results show that multiple
financial benefits would be achieved if the company outsourced transportation services, and considering that
transportation services do not constitute part of the company’s main activity and that there are numerous
external providers of such services, the company’s operations would not be jeopardized through transportation
outsourcing.

4.3 Engineering

The Engineering Business Unit is responsible for construction works and the related activities, such as
contracting of projects, monitoring of project realization, supply of goods, coordination of logistic services,
coordination of employee activities, etc. The data required to monitor the projects and activities of the
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Engineering Business Unit were stored in different sources. It was necessary to integrate the data and create
new databases which would include other information concerning the company’s business operations that
were not previously monitored. Further in the text is a list of data relevant for monitoring and planning the
activities of the Engineering Business Unit (also indicating the relevant source):

Project Realization (Accounting / source — Oracle E-Business Suit): detailed presentation of realized
revenues and expenses, claims, liabilities, collected amounts, realized hours of work, etc.;

Project plan (Project Management / source — a template in Excel for each particular project from which
the data are automatically transferred to the data warehouse): planned future monthly revenues and expenses,
planned project cash flow, planned utilization of human resources, required bank guarantees, etc.;

Bank guarantees (Finance / source — a template in Excel for each particular project from which the data
are automatically transferred to the data warehouse): data on the total and utilized guarantee amount, maturity
by bank guarantee and name of project that it refers to;

Future projects (Contracting / source — a template in Excel for each particular project from which the
data are automatically transferred to the data warehouse): list of all future projects/tenders the company could
apply for and, as a result, potentially contract new jobs, including the data concerning the approximate
margin, required guarantees, required human resources, etc.

Integration of realized and planned data on existing projects allows us to compare the margin realized up
to the current project stage, the target margin, as well as to estimate the company's financial results and cash
flow. Cash flow estimation is one of the most important financial statements. Where there are a few dozen or
hundred projects the realization of which and the related plan can change often during the year, we need a
tool for collecting and aggregating such data, as well as for integrating them with other data relevant for cash
flow estimation (existing monies due to suppliers, liabilities under loans, etc.).

Considering that it is very significant for the analyzed company to manage its limited resources (human
resources, guarantee amount, equipment, etc.) efficiently, answers to the following questions must be
obtained in order to maximize profit:

. To what extent is the total guarantee amount utilized currently and when is the release of the
guarantee limit expected so that new contracts could be contracted?

« What share of human resources is being utilized on current projects and what is the expected future
utilization of human resources on currently contracted projects?

« What kind of projects are expected in the future?

« What are the estimated earnings that could be achieved on future projects and markets?

. If we take into consideration the limited total guarantee amount and the limited human resources,
how many new projects could be contracted and in which markets in order to maximize profit and
simultaneously ensure optimum capacity utilization?

By integrating data from different sources, as described above, we get a clearer insight into the
company’s business operations, recognize its strengths, identify its weaknesses and start implementing
appropriate standard restructuring activities in order to implement improvements and eliminate the causes
that put the company in a crisis.

5. CONCLUSION

Bl systems and data warehousing capabilities allow collection of all data relevant for business operations and
a quick and easy access to data turn in to information required for analysis. All companies analyze particular
standard financial data for business performance monitoring purposes. It is however important to recognize
the specifics applicable to a particular company which are relevant for its management process. This is very
important in determining the design and architecture of the business intelligence system, which is why
communication between top management and departments involved in business intelligence system
development, is extremely important.

In this paper we show a profitability monitoring system, as an important segment of upgraded BI system
and how can help it in production, logistics and engineering restructuring process.

The goal of any production company is to allocate as many costs as possible to product units in order to
determine which types of products are most profitable. Through data integration from production, warehouse
and sales, Bl system enables profitability monitoring by product and customer and the company can identify
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the categories and production processes that are less profitable and start implementing measures to improve
and reengineer certain business processes in its Production Business Unit.

The largest and most important part of logistic is Transportation Business Unit. The company’s BI system
integrated data for each vehicle such as: start and end point of each trip, realized mileage per trip, quantity of
freight which is being transported and vehicle utilization in days per year, thus enabling analysis of company
performance and comparison of prices with the competition. By using Bl system information and analysis
show that multiple financial benefits would be achieved if the company outsourced transportation services

The Engineering Business Unit is responsible for construction works. It was necessary to integrate the data
from different sources (accounting, finance, etc.) such as: project realization, project plan, bank guarantees
and future projects, required to monitor and planning the projects and activities. Integration of realized and
planned data on existing projects allows company to compare the margin realized up to the current project
stage, the target margin, as well as to estimate the company's financial results and cash flow. Where there are a
hundred projects the realization of which and the related plan can change often during the year, company
desperately needs a system for collecting, aggregating and analysis such data to manage its limited resources
efficiently.

The management asks questions every day. They require answers in order to make business decisions.
The role of the team responsible for business intelligence system development is to create data collection and
integration platforms (with other data contained in the warehouse), and provide the relevant information for
relevant answers in the form of reports.
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ABSTRACT

Deep cases representing the significant meaning of nouns in sentences play a crucial role in semantic analysis. However,
a case tends to be manually identified because it requires understanding the meaning and relationships of words. To
address this problem, we propose a method to predict deep cases by analyzing the relationship between nouns, verbs, and
supplemental words, such as particles, in Japanese sentences. We also propose new deep cases based on a verb thesaurus
and a deep case prediction method using a neural network.
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1. INTRODUCTION

Cases represent the relationships between nouns and verbs in a sentence in Japanese. There are 2 types of
cases, i.e., surface and deep cases. Surface cases classify noun roles obtained by the postpositional particle
(particle), such as ga, wo, ni, kara, and de. Particles are similar to prepositions in English sentences.
Typically, a particle is often located after a noun. Deep cases express the roles of words in a sentence (lto,
2002, pp. 101-110). For example, in the sentence, Tokyo-de asobu (play), de is a particle denoting a surface
case and its corresponding deep case is location. The deep case is important in sentence analysis because it
reveals patterns of semantic relationships, which is difficult to accomplish with surface cases.

Semantic analysis of sentences is widely applied in many fields, such as machine translation and question
answering. Therefore, automated semantic understanding is necessary for effective semantic analysis.
However, cases tend to be manually identified because understanding the meaning and relationships of words
is difficult for computer programs.

Shibuki et al. (2003) proposed a method to identify deep cases in sentences comprising a verb and 2
nouns (pp. 91-92). They reported a precision of 75.4%. Although some surface cases have corresponding
deep cases, many surface cases, such as ni, de, and wo, can correspond to multiple deep cases (Shibuki et al.,
2006, pp. 1413-1428). Takeno et al. (2014) proposed a method to identify deep cases that correspond to the
ni case (pp. 1011-1014) and reported a precision of approximately 62%. However, it should be possible to
apply deep case identification to any sentence because a sentence comprises an unspecified number of nouns
and verbs. Moreover, to utilize such identification in natural language processing, generalization of deep case
identification for all surface cases is required.

In our previous research (Ide and Kimura, 2016, p. 42), we proposed a method to identify the roles of
particles considering the diverse correspondences between particles and their roles based on a previous study
(Kimura, 2015, pp. 409-414). Moreover, we extracted relationships between each obtained role and deep
cases proposed by Fillmore (1969).

In this study, based on a verb thesaurus (Inui et al., 2010), we define new deep cases wherein surface
cases and deep cases are assigned to sentences and extract their characteristics. Furthermore, we propose a
method using a neural network to identify the proposed deep cases of a target noun phrase (a noun followed
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by a particle) from the relationships between nouns, particles, and verbs based on the extracted
characteristics. To apply this method to any sentence, we use a combination of a noun, particle, and verb,
which is a minimum set carrying the meaning of the sentences.

2. PROPOSED METHOD

2.1 Classification of Deep Cases

A verb thesaurus has multiple fields such as verbs, nouns, particles, surface cases, and deep cases. In
particular, many deep cases appear in the deep case field. In our previous study, we examined the
relationships between particles and deep cases and found that deep cases can be partially identified by the
particle (or the surface cases). Based on this idea, in this study, we classify deep cases in advance and
identify new classified deep cases.

For example, the deep case start point is assigned to the noun yane (roof) in the sentence yane (roof)-kara
(from) ochiru (fall down) and before the change is assigned to Osaka, a large city in Japan, in the sentence
Osaka-kara (from) itensuru (transfer). Both sentences whose nouns refer to locations and verbs express
movements have a similar meaning. Therefore, the deep cases of both sentences can be unified as a single
deep case.

To extract the relationship between the surface cases and the deep cases in the verb thesaurus, we counted
their co-occurrence frequency. Then, to classify the deep cases, we applied a hierarchical clustering
algorithm to a deep case vector whose elements are the relative frequencies of surface cases appearing in
target sentences in the verb thesaurus. Finally, we obtained new deep cases based on the characteristics of
each cluster. We employed the Ward method to measure the distance between clusters.

2.2 ldentification of Deep Cases

In some sentences, deep cases cannot be uniquely identified. For example, in the sentence kuko
(airports)-wo (from and to) hattyakusuru (shuttle), kuko (airports) can be assigned to both start-point and
end-point deep cases. To identify deep cases for such sentences, we employed a neural network to calculate
the degrees of assignments to each deep case.

We used the flags of the deep cases as outputs of the neural network, as shown in Figure 1. After training,
it was expected that we would obtain a continuous assignment degree value in the range [0, 1] for each deep
case as the output of the neural network. Table 1 provides an example of the neural network output and lists
each output value and its rank in descending order. In this example, deep case 2 obtained the highest degree
and deep case 1 obtained the second highest degree. If multiple deep cases have high values, both can be
assigned. In this study, we restricted the assignable number of deep cases to 2.

Numeric values were assigned to nouns, verbs, and particles. These values were used as input for the
neural network. Similar to the output, noun, verb, and particle flags were used to obtain the numeric values.
However, assigning a flag to each word is not desirable because compared to particles, there are many more
similar noun/verb types. For example, consider the sentences Tokyo he iku (I will go to Tokyo) and Osaka ni
shuppatsusuru (I will depart to Osaka). Obviously, Tokyo and Osaka are place names, i.e., nouns, and iku
(go) and shuppatusuru (depart) are verbs expressing movement. Even though the words are not the same, the
difference does not affect the assignment of deep cases to the nouns in the sentences. Thus, we must classify
the nouns and verbs based on thesauruses in advance. The neural network input is illustrated in Figure 2.
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Figure 1. Neural Network Output

Table 1. Examples of Neural Network Output

Output Output values Descending order
Deep case 1 0.40 2
Deep case 2 0.70 1
Deep case n 0.03 N
Noun classes Verb classes Particles
Xm Xn2, - le Xve, - Xp1 Xp2, -

0,1 (0,1 0,1 |0,1 0,1 /0,1
Input
layer

Figure 2. Neural Network Input

3. EVALUATION

3.1 Classification of Deep Cases

We extracted the frequency of surface cases corresponding to each deep case from the verb thesaurus and
created a vector whose elements are their relative frequencies.

To organize the data, we unified the variants of expressions, such as reversed particles, e.g., to-ni and
ni-to, in the surface case fields of the verb thesaurus.

The deep case categories were too granular; therefore, we unified obviously similar categories. For
example, since target (person), target (biological), and target (body part) appeared in the deep case field, we
unified them as target.

The dendrogram obtained via hierarchical clustering analysis applied to the frequency vectors is shown in
Figure 3.

We set the cut-off threshold & = 1 to separate clusters and assigned numbers to clusters from left to right.

To extract the characteristics of each cluster, we extracted frequent nouns, verbs, and particles in deep
cases classified to each cluster. We employed the database of classification vocabulary (DOCV) (National
Institute for Japanese Language and Linguistics, 2004) and the verb thesaurus to classify the meaning of each
noun and verb.

The frequent surface cases, verb classes, and noun classes of each cluster are shown in Tables 2, 3, and 4,
respectively.
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In Table 2, we find that the ni, ga, and de cases appear in multiple (but specific) clusters; however, the
kara, to, he, made, and ha cases appear in only 1 cluster. Therefore, we can say that the surface and deep
cases tend to demonstrate a relationship.

Table 3 shows that position change appears in multiple clusters and that relationship appears only in
Cluster 7.

In Table 4, noun classes representing people appear in Clusters 5 and 7 and those representing location
appear in Cluster 2.

Based on these observations, we summarize the characteristics of each cluster as follows:

® Cluster 1 represents the end point in action or state changes because it includes many particles, such

as ni, he, and made, and verb classes that represent the changes.

® Cluster 2 represents the situation in action or state changes because it includes many noun classes

representing locations and deep cases, such as time, location, and situation.

® Cluster 3 represents the affected thing in action or state changes because it includes many wo

particles and the target of the deep case.

® Cluster 4 represents the means in action or state changes because it includes many noun classes,

such as tool, material, and substance, and deep cases, such as tool and means.

® Cluster 5 represents the agent in action or state changes because it includes many noun classes

representing the person and particles, such as ga and ha.

® Cluster 6 represents the original state in action or state changes because it includes many kara

particles and deep cases, such as the start point and the original state.

® Cluster 7 represents the thing related to the target in action or state changes because it includes many

verb classes representing relationship and deep cases, such as mutual and joint.

Based on these characteristics, we defined 7 deep case types: Start point, End point, Situation, Target,
Relationship, Agent, and Tool.
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Figure 3. Deep Case Classification Results
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Table 2. Frequent Surface Cases of Each Cluster

Cluster Frequent surface case
1 Ni, Ni-He, and Ni-Made
2 Ni, Wo, and De
3 Wo, Ga, and Ni
4 De and Ni
5 Ga, Ga-To, and Ha
6 Kara, Wo—Kara, Wo, and Ni—
Kara
7 To, Ni, and Ni-To

Table 3. Frequent verb classes of each cluster

Cluster Frequent verb classes
1 Position change, Change of agent, Change of target,
and Action of encourage the behavior to others
2 Creation—Annihilation, Moving action, Location,
Physical behavior
3 Position change, Change of agent, Change of target,
and Creation—Annihilation
4 Position change and Change in relationship
5 Position change, Change of agent, Creation—
Annihilation, Action to person-object, Physical
behavior, and Change of relationship
6 Position change and Change of agent
7 Change in relationship, Relationship with the other,
Relationship, and Co-action

Table 4. Frequent noun classes of each cluster

Cluster Frequent noun classes
1 Unregistered word, Members, Society, Housing, and Public and private
2 Unregistered word, Space, Society, Public and private, Residential, and Heaven and
Earth
Unregistered word, Mind, Language, VVolume, Body, and Life
Unregistered word, Tools, Substance, Materials, and Language
Members, Human, Family, Unregistered word, and Person
Unregistered word, Society, Housing, Space, Public and private, and Members
Members, Unregistered word, Companion, Family, and Human

~N|o|o|b~lw

3.2 Deep Case Identification

We evaluated the deep case identification of nouns using the proposed neural network.

We employed the DOCV and the verb thesaurus to classify the meanings of verbs and nouns. In addition,
we prepared 5000 training data for each deep case. We oversampled the data for deep cases with fewer
sample nouns, except for the nouns not registered in the DOCV. The number of original data for each deep
case was 252 Start point data, 1427 End point data, 213 Situation data, 5442 Target data, 315 Relationship
data, 3134 Agent data, and 77 Tool data.

We set 43 noun classes, 45 verb classes, and 12 particles as the inputs to our neural network, 7 neurons as
a hidden layer (sigmoid layer), and 7 deep cases as outputs (linear layer). We used 35000 training data and
trained by back propagation.

For evaluation, we calculated the precision of deep case identification with the neural network. The test
data comprised 10860 samples, including 288 nouns in Start point, 1404 in End point, 213 in Situation, 5476
in Target, 289 in Relationship, 3096 in Agent, and 94 in Tool. We also calculated the precision of a deep case
with the second highest output value for samples that were incorrectly identified, which comprised 1408 data,
including 22 in Start point, 118 in End point, 59 in Situation, 989 in Target, 30 in Relationship, 176 in Agent,
and 14 in Tool. The results are shown in Figure 4. The left bars in the graph show the precision of the deep
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case with the highest output value, whereas the right bars show the precision with the second highest output
value.

In each deep case, the precisions were 92.4% for Start point, 91.6% for End point, 72.3% for Situation,
82.0% for Target, 89.6% for Relationship, 94.3% for Agent, and 85.1% for Tool. The precisions with the
second highest output were greater than 90% compared to the test data that was incorrectly identified for the
deep case other than Agent and Target.

It is evident that Agent and Target achieved high precision. This could be because the neural network was
well trained for them since the number of original training data was sufficiently large.

Situation (shortest left bar in Figure 4) also has the shortest right bar whose precision was 21.6%. The
features could not be obtained easily because all frequent surface cases in Situation also appeared in other
deep cases, as shown summarized Table 2. In addition, the neural network could not be trained sufficiently
because there were too few training data.

However, the overall precision of the neural network was up to 87%, which is higher than the respective
precisions reported in previous studies (75.4% and 62.0%) (Shibuki et al., 2003; Takeno et al.,2014).

Then, to observe the effect of the role of noun classes, we used data that included nouns that are not
registered in the DOCV. We evaluated the neural network with 2115 test data, including 70 in Start point,
331 in End point, 65 in Situation, 935 in Target, 102 in Relationship, 589 in Agent, and 23 in Tool. To input
the noun values, we set all flags to 0. Again, we calculated precision for deep cases with the second highest
output value for 516 test data, including 17 in Start point, 22 in End point, 31 in Situation, 185 in Target, 12
in Relationship, 242 in Agent, and 7 in Tool.

The results are shown in Figure 5. The precisions of Target, End point, and Relationship are close to
those shown in Figure 4. Therefore, their deep cases are less affected by nouns because they can be identified
only by a set of particles and verbs. The Relationship deep cases can be identified independent of the nouns
because there are specific particles and verbs paired to Relationship, as summarized in in Tables 2 and 3.

In contrast, Agent, Start point, and Situation were significantly affected by nouns because their precision
greatly decreased compared to the results shown in Figure 4. However, their precisions for the deep case of
the second highest output value increased. This suggests that although it is difficult to correctly identify the
deep cases without nouns, we can the limit candidates of a correct deep case.

These results suggest that we can apply the proposed neural network to identify the deep cases of
pronouns.
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Figure 4. Precisions of neural network obtained with all training data
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Figure 5. Precisions of neural network obtained using training data with unregistered nouns

4. CONCLUSION

In this study, we proposed a method to identify deep cases from the relationship between nouns, verbs, and
particles in order to mitigate the problem by which deep cases are required to be manually identified.

We classified deep cases based on the co-occurrence frequency between the deep cases and surface cases
in a verb thesaurus by applying a hierarchical clustering algorithm, and we have defined 7 new deep case
types: Start point, End point, Situation, Target, Relationship, Agent, and Tool.

Then, to identify the proposed deep cases for sentences, we employed a neural network to calculate the
degrees of assignments to each deep case. We used the flags of noun classes, verb classes, and particles as
input to the neural network and flags of the proposed deep cases as output of the neural network, and we
evaluated the trained neural network using test data.

For each deep case, the precisions were 92.4% for Start point, 91.6% for End point, 72.3% for Situation,
82.0% for Target, 89.6% for Relationship, 94.3% for Agent, and 85.1% for Tool. The overall precision of the
neural network was up to 87%. The precisions with the second highest output were greater than 90%
compared to test data that were incorrectly identified for the deep case other than Agent and Target. Target,
End point, and Relationship were less affected by nouns. In contrast, Agent, Start point, and Situation were
significantly affected by nouns.

In the future, we will increase the volume of training data to improve the precision of the neural network
and plan to extend a method to estimate omitted words, such as pronouns or zero pronouns, based on the
deep cases identified in this study.
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ABSTRACT

In this paper, we describe a framework for data analysis that can be embedded into a base application. Since it is
important to analyze the data directly inside the application where the data is entered, a tool that allows the scientists to
easily work with their data, supports and motivates the execution of further analysis of their data, which would lead to
new and interesting findings is desirable. If the analysis process is too complicated, tedious or not apparent, this could
restrict scientists, especially in non-IT-related disciplines, from analyzing the data in depth. To enable this solution we
first describe the requirements for an analysis tool and explain the steps we took to meet those requirements. Then we
describe the steps that are necessary to integrate the analysis into a base application. We also explain how the analysis
framework can be extended with new specific components that allow the users to add exactly the features they need for
their analysis.

KEYWORDS

Data Analysis, Embeddable Framework, Information Management, Knowledge Management, Modular

1. INTRODUCTION

In a database application for scientific data, the accessibility to analysis of existing data is as important as the
ease of correct input. Collecting and analyzing data is the most important part of scientific work, but often
scientists require a high degree of time and patience to learn, evaluate, and validate an external tool. This
effort drains research resources and creates work. Scientists working in areas that are not related to IT
technologies often do not have the motivation and the resources to get familiar with external applications. A
build-in tool would provide the needed data analysis features relevant for these scientific areas.

Therefore, exporting data into a spreadsheet (like Microsoft Excel, LibreOffice Calc, etc.) or CSV file and
importing this into a separate analysis tool, can in the worst hinder them completely from analyzing the data,
since the process may be too complex, time consuming, or error-prone. Also generating the analysis directly
in a spreadsheet is not always possible, since complex analyses might require additional functions that are not
provided by a generic spreadsheet application, and cannot easily be added without programming skills.
Clearly, the process of the data analysis should be easier for the researcher. The best case would be if the
feature to analyze the data is already built into the application, where all data is stored and new entries can be
added, because the scientist using the build-in application is already accustomed to this working
environment.

But even if the analysis tools are built into the application, a crucial problem still remains: The scientists,
who are carrying out the analysis, are often not responsible for creating the analysis tools, nor are they even
involved in the process of creating them. Not all variations of analysis can be known beforehand since there
are often tasks specifically dependent on the scientific work. So the domain experts must be able to create
exactly the analyses they require.

To allow this, the application must provide not only predefined analysis methods, but also offer dynamic
generation of analysis by chaining together different, simple and configurable modules. However, some
scientific tasks are so special that these modules are not sufficient. Therefore, there must be a way to add
own, specific modules as well.
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In this paper, we provide a dynamic framework for data analysis that can be embedded and thus can be
used in different applications. The framework must be extendible, easy to integrate into an existing
application, and provide multiple operations that are necessary to analyze data. The framework must be
flexible and easy to be used by scientists that are not willing to get familiar with external technologies, to
support them in their work.

In summary, the main contribution is as follows: We list a set of requirements that should be addressed by
an embeddable framework for scientific data analysis. Then we describe the data structure, the functionality
of the modules, and the classification that describes the values in the database. We describe the integration of
the framework to another base application and the definition of new, custom modules. Finally we introduce
some of the most common modules as examples and use them to present an example of a workflow.

2. REQUIREMENTS

Allowing the users to generate their own analyses out of arbitrary data brings the challenge, that neither the

input, nor the output is known. Also all steps in between are up to the users. Still, the users must be able to

work in a responsive environment, which allows them to carry out the steps they want and need. But at the
same time, not all operations should be allowed, or are possible in a given step of the analysis pipeline.

As a consequence, we have defined several requirements that have to be met to allow a dynamic
generation of analyses.

— Dynamic data structure: We need a data structure, that allows data to be easily added, removed,
merged, and accessed, since the data must be generated, transformed, searched in, and of course, also be
displayed. This data structure must also be usable in every part of the analyses, independent of the
previous steps.

— Modular components: Since the users will define the operational steps, the order in which specific tasks
are run is not known beforehand. Therefore we need modular components, that can be linked together and
define a “workflow”. The components must be able to accept the data structure — no matter what
components were used before, but not all inputs must be valid for the component. So it is possible that
none of the inputs can be used by the component, but still the data structure itself must be accepted. To
make the component more dynamic it also should provide settings like which input to use or the order to
sort. These settings should, if applicable, dynamically change depending on the input.

— Extensibility: It must be possible for everyone, to extend the application with new components that offer
new, possibly very specific, functions. Since there are many special analyses that cannot be put together
with generic modules, it must be possible to include these in the list of available workers.

— Embeddability: Since the analysis shall be done with the data the users might just momentarily have
entered, we require the analysis to run directly from the application, without first having to extract the
data into spreadsheet or CSV files, or similar. This means that the analysis must be able to connect itself
to another application and use the structure defined inside the program for its analysis. This might be a
difficult requirement but without it using an analysis tool might not be so easy for the user.

A good overview of commonly used tools can be found at KDNuggets (Jones 2014) where some of the
most known analysis tools are described (KNIME 2016; RapidMiner 2016; TableauPublic 2016). While
these and many other different tools and applications for data analysis offer a variety of analysis methods and
different options how to import the data, to the best of our knowledge there is no analysis tool available that
can be integrated into an existing application. Therefore an in-depth comparison to these tools is outside the
scope of this paper.

3. REALIZATION

We discussed the requirements for dynamic analyses. Now we take up these requirements and present our
approach to meet them
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3.1 Data Structure

A data structure is required that allows dynamic, flexible restructuring while still providing access to the data.

Therefore the data structure for our framework consists of several elements.

Column Header: This holds the important information about the specific field, such as the type and the
display name. Since a field is basically a column in the database, we use the name of the field and the
column. These are synonymous. The Column Header itself does not store any information about the value
of the field, but serves more as reference information and metadata for the column.

— Entry Value: Is the smallest data type to hold the values. It holds a list of strings, which represent the
values for a specific entry. This is necessary if a field has several options, e.g. different values for specific
measurements. So every distinct value is one string, and all of them are saved inside the Entry Value.

— Entry Map: It maps the Column Header to the Entry Value inside a map. This map now represents a
complete entry. It can easily be accessed because of the nature of the map. Therefore, writing and reading
is no problem. Also editing values can easily be done.

— Data List: Is a list of all Entry Maps, which represents a complete data set. It also contains the list of all
Column Headers that are in any of the Entry Maps. This serves as a utility method to allow components
easy access to the list of all fields, without having to iterate over all entries. The list is generated by
adding all unknown Column Headers whenever a new Entry Map is added to the Data List.

3.2 Worker

Each component, or “Worker” as we call it, can have multiple inputs and outputs of data. Some Workers do

not necessarily have inputs, like Workers that retrieve data from the database, since they generate data

without manipulating it. At the same time there can be Workers without outputs, like a Worker that allows
the users to display the data as a diagram.

Properties: The Worker consists of inputs and outputs, settings, and the actual logic of the Worker. The
latter either uses the input(s) or creates a new Data List, runs its logic according to the settings, and finally
outputs the data or displays it. For this the Worker defines a list of Properties which can represent a setting.
So for every setting type there must be an own property, e.g. text properties are common properties. The
users can enter text (for example to describe a name) or combo properties, where the users can select one
value from a list of values. Below, we describe the methods a Property has to implement:

— getLabel (): It returns the label to describe the property. This should make clear to the users which
setting they can manipulate.

— setValue (): Itis called by the GUI with the specific value. This is used to tell the Worker, that the
value has changed and therefore must update its data structure and possibly additional properties.

— addPropertyListener (): All elements that are dependent to this property, can register themselves
as a listener, which would be notified if this property has changed. The method is called when either new
options are available for selection, or the value of the property itself was set.

— onNewOptionAvailable (): Thisis called if new options for this property are available. This causes
all property listeners to be notified, so that the GUI can now display the updated values.

— onSelectionChanged (): This is almost identical to the method onNewOptionsAvailable (),
but instead it is called when the value of the property is changed, e.g. after the setvalue () method was
called.

The Worker also defines the number of inputs and outputs. The users then connect different Workers,
which basically is a directed graph or multigraph, with the nodes representing the single Workers, and the
edges representing the connections between the Workers. The number of inputs can vary as some Workers
require no input, some require an exact amount, and some can work with an arbitrary number of inputs. If the
Worker provides an output this can be used to pass the data on to other Workers.

Data handling: Each Worker fulfills a predefined task, like retrieving or merging data. However, the
output of the Worker is only defined after the input(s) and the Worker settings are set. Therefore it is not
necessary to instantly generate the output, since the input(s) may change if a setting in a previous Worker has
changed. Equally, it is important to establish at least the Column Headers of the data. This makes it possible
to update the settings of the successive connected Workers. This is the reason why the output is separated in
two parts:
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— Output Scheme: This is the list of all Column Headers that will be returned by the Worker. This list is
instantaneously generated as soon as an input or setting is changed. The successively connected Workers
are immediately notified with an event, that the Output Scheme of the Worker was changed. This enables
them to check if their Output Scheme has also changed. This list has the same value that the list of
Column Headers inside the Data List should have in the real output. Therefore, Workers only need this
list to define what settings they provide and what their Output Scheme is.

— Output Data: This is the Data List with the “real” output containing the data. This is only generated if
necessary, since the composition of the data could take some time. A complete recalculation is not
required if only the Output Scheme is important. The real data must be generated if a diagram
representing the data has to be displayed or the values should be listed. This is done recursively with each
Worker from the end requesting the Output Data of the Workers that are connected to its input. This
means the first Worker or Workers have to be able to generate data without any input.

This separation into Output Scheme and Output Data allows a fast application of updated settings and
rearranged inputs or outputs while still ensuring that the correct type is used.

Interaction with the graphical user interface: The Worker itself is only responsible for the logic. But
since the users need to be able to easily arrange, connect, and configure the Workers there has to be a
graphical representation. The graphical user interface is notified with events of changes in the properties. At
the same time it uses the properties to notify back to the Worker if any value of the settings was changed,
such as entering a text or selecting a new value. This allows the graphical user interface to be created
independently of the logic, and therefore is not limited to a specific format. The exact design of the graphical
user interface however is not part of this paper. Here we want to just describe the technical connection to the
graphical user interface.

4. INTEGRATION

To reuse the analysis tool in different applications, it is important that the integration requires as few changes
to the base application as possible. But since the analysis tool cannot know how the data is stored, or how the
connection to the data is realized, the base application must implement some wrapper methods.

The analysis tool itself is composed in a JPanel or JFXScene. For this, the base application can either
create a new AnalysisSwing Or AnalysisFX instance, which both require an IController. The
IController is the interface that serves as the combiner between the base application and the analysis. It
provides the following methods that the base application has to implement:

— getTableNames (): This returns the list of different names of tables, that can be selected for the
analysis. This should only return tables in which the users have entered data.

— getColumnsForTable (): This returns the columns for the given table, that can be included in the
analysis. This should return only columns that are important for the users, but not columns that contain
information that is irrelevant to the user. The expected return value is a list of Column Headers so
therefore all columns have to be transformed into this format. This is important, because all future
analysis options are based upon the information stored inside these Column Headers.

— getKeysForTable (): Thisreturns the key columns for the given table. This can be used for example
in the Combiner to provide default mappings. Also this method requires the returned values to be a list of
Column Headers.

— getProjects (): The database can be structured in different “projects”, which is a logical separation
of different data sets. To also allow this separation inside the analysis framework, a list of a unique
identifiers can be returned. This could be just a name or an integer, but can also be a more complex data
structure, in which the toString () method returns the name of the project, to be able to display it to
the users. If the separation into different projects is not desired or supported, this method can return
null.

— getDataForColumns (): This returns the Data List for the given columns in the given table for the
optional project. As stated, the analysis tool has no knowledge about the structure of the database, so the
base application must generate the Data List. The list of projects is only required if getProjects ()
returns a value and can therefore be ignored if it is not applicable. The values that are returned would
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most likely not the immediate values as they are stored in the database, but they are already translated into

human readable form, e.g. by translating IDs into the appropriate values.

If necessary, all Workers can then use the TController to retrieve the data they require. This is the
only connection data-wise needed for the analysis, as all further analysis is built onto the retrieved data. The
base application therefore need not know about any internals of the analyses or vice versa. Since the analysis
is done inside one panel, it can easily be included into the base application, which can decide where and
when the analysis shall be displayed.

5. DEFINITION OF CUSTOM WORKERS

While creating an analysis tool, not all use cases can be known, since the area in which the analysis is used is

not always known in advance. Therefore it is very important to be able to add new Workers, which exactly

fulfill the requirements of the individual analysis to be applied. For this we defined a very simple API to
allow new Workers to be easily implemented. To add a new Worker, the interface IWorker has to be
implemented. It defines the basic functions that are required for the integration in the workflow.

— getTitle (): This method expects the name of the Worker to be returned as a string value. This name
is displayed for the users inside the graphical user interface. It should be a short but meaningful name,
which allows the users to instantly comprehend the function of the specific Worker.

— getProperties (): This returns a list of Properties which defines the settings of the Worker. With
these settings, specific aspects for the Worker can be set. This list of Properties also includes Properties
for the input and output, which define the connection to other Workers. The Worker is notified through
the Properties if the input or a setting has been changed. Since the Properties are abstract classes, all
methods of these classes must be implemented when creating a new Worker. This includes the displayed
name, the logic for setting and retrieving data, and additionally, which Property values are displayed in
the graphical user interface.

— getOutputData (): This returns the Output Data of the Worker after it has completed its job. If
neither the input nor the Worker settings change, this will return the generated values from the previous
call, otherwise the process has to be run again. Therefore, in this case the method has to call the
startWorking () method and return the generated values after it has completed.

— getOutputScheme (): This returns the Output Scheme of the Worker, that would be returned in the
Output Data of the specific Worker. The Output Scheme should be calculated with respect to the Output
Scheme of the connected previous Workers, if any, and the settings of this Worker. If the input and
settings of the Worker did not change, this method does not have to recreate the Output Scheme again,
but can simply return the previously generated data. Additionally, this method does run the complete
calculation method, but it calculates the Output Scheme.

— onInputChanged (): This method is called by the Properties to notify the Worker that something has
changed and the Output Scheme and Output Data have to be recalculated if requested. This method,
however, does not start the update process itself.

— startWorking (): In this method the actual logic is carried out. The input is collected by iterating
over all input Properties and getting the Output Data of the connected Workers. This triggers them to
generate their results themselves if needed by carrying out the same logic recursively. Then the result of
the Worker is calculated with regards to the settings defined in the Properties. This method is usually only
called inside the getOutputData () method.

— setController (): This method is used to set the TController, which is used for interaction with
the base application. This is required to be an own method and not part of the constructor, since all
Workers are created with reflection, therefore the constructor must be the default constructor. With the
IController the Worker is able to query the base application for information that is possibly required
for the Worker with regard to carry out specific operations.
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After the Worker has been created, there are two options to register it with the application.

— Direct registration: The API provides a registry class, which allows Workers to be registered for
inclusion in the analysis. In addition to the Workers available by default, the registered Workers can then
be selected by the users. This method naturally requires access at runtime and therefore can usually only
be executed from the base application.

— Indirect registration: Externally created Workers can be added to the analysis. For this all .jar files
inside a specified folder (default “./analyses/workers™) are analyzed if they contain classes that implement
IWorker, and if so they are added to the list of available Workers for analyses.

Since the Workers use Properties to tell the graphical user interface what to display, it is important to also
add new Properties if the available Properties are insufficient. This consists of two parts: The definition of the
property itself and also of the definition of the graphical representation of the Property.

To define a new property, it has to extend the Property class. It can then define additional methods that
are used by the representation of the graphical user interface. Then it can be registered together with the
graphical representation in the registry.

6. EXAMPLES

As mentioned before there are types of Workers that fulfill different tasks. Here we want to give an example
of the most common Workers that are sufficient for a basic analysis. There are far more different Worker
types possible, but the focus here is to give an overview over the possibilities the Workers provide.

— Retriever: The most basic worker that will be used in every analysis. The Retriever, as the name
suggests, retrieves data from the database. The users can define the fields and projects they want to
include in their analyses, with the fields and projects being a structure for the data in the application the
analysis tool is developed for. This would normally be the fields the users either want to filter, display, or
further analyze. The Retriever is the only Worker that needs a connection to the database to get any data.
It uses the IController to get the required data.

— Filter: The Filter can be used to filter out entries that are not required in the analyses. For example, an
analysis about specific animals may only require the entries containing data of these animals. So the users
can filter out all other animals using the Filter. The users have several options: They can specify the fields
for which the data shall be filtered. The list of available fields is defined by the Output Scheme of the
previous Worker. Depending on the column header, they can specify whether the value of the field
contains or equals a specific text. For dates or numbers it is possible to check, if the value is smaller,
greater or equal than a specific user input. It is also supported to define a combination of different fields
that can be filtered at the same time.

— Combiner: This allows different data sets to be combined. The users can define the fields which should
be considered when combining the data sets. The list of available fields is defined by the Output Scheme
of the previous Workers. For example, the Combiner can be used if a user has already created two
different analyses with different data sets, and now wants to combine the data for a third analysis. The
Combiner searches for entries in the given list of datasets that are equal on the fields the user entered. The
result of the combination can be compared to the SQL join. There are two possibilities, that either only
entries having a match, or also entries that have no match are combined. In this case the other columns are
filled with empty values. Then these entries are combined into a new entry.

— Sorter: This sorts entries according to the comparator set in the Column Header. It only has one input,
but allows more than one column to be set as sorting column. This allows different priorities, in case of
the values of the column with a higher priority are equal. This can be useful for example if a specific
order of entries is required in a diagram.

— Diagram: The Diagram is the umbrella term for Workers that display the result in a graphical
representation. They can be used in different and complex ways. As an example, we describe a
two-dimensional, axis-oriented bar chart. The users can select the field which values shall be used for the
x-axis. The list of available fields is defined by the Output Scheme of the previous Worker. The different
values of this field are then listed as values of the x-axis. The number of entries for the given value are
displayed on the y-axis. An example of a Diagram can be seen in the workflow example in Figure 1.
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Figure 1. Composition of the analysis for animal distribution in Munich
The analysis framework was embedded to the zooarchaeological database OssoBook (2016)

7. WORKFLOW

We discussed the structure required for the analysis, and also gave examples of the most basic Workers. In
the next step, we want to put the pieces together and describe how to build a typical analysis. As an example,
we want to calculate a distribution of animals in Munich, and generate a graphical representation of the data
as a bar chart. The composition of the data in the Analysis Framework is shown in Figure 1.

We take a sample table with the columns “ID”, “Animal”, and “Location”, as shown in Table 1. Of
course, in real scientific databases, a table like that would contain several more columns and datasets.
Because of reasons of clearness we reduce the example data to a minimum.

Table 1. Sample data for Animals

ID Animal Location

1 Dog Munich

2 Mouse Los Angeles
3 Dog Guaruja

4 Kangaroo | Melbourne

The analyzing process can be divided into three different steps:

— Planning and collection of data:
Gather all required data from different sources and combine it, so it can be used for further processing.
We first identify the fields we need in our analysis. These are: “Animal” and “Location”. The field “ID”
is not important for our goal and can be disregarded. The first Worker we use is a Retriever to get the
necessary data. We configure it to get the fields “Animal” and “Location™ only.

—  Processing data:
The data is processed to remove unimportant data or structure the data, e.g. by filtering or sorting it.
Next we only want to filter all animals from Munich. Therefore we add a Filter. The input of the Filter
is connected to the output of the Retriever, which makes the Fields “Animal” and “Location” available
as options for the Filter. There, we select “Location” and define only to allow datasets in which the
“Location” value equals the term “Munich”.

—  Generating result:
The processed data is used to display a result like a diagram or any other visualization.
The last Worker is a Diagram. It takes the filtered data from the Filter and displays a graphical
representation of it. In our case, we choose the bar chart. We can now select the column, which values
we want to use as the x-axis. We select the “Animal” column and the Worker generates the chart as seen
in Figure 2.
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Figure 2. Possible result of the analysis in Figure 1

8. DISCUSSION

In this paper, we described a framework for generating analyses that can be embedded into a base
application. The framework aims to be intuitively used by scientists without any IT background, inside their
accustomed working environment. We identified the requirements for the framework, which must be fulfilled
to allow working with it. Then we discussed the applicability of the requirements with some existing analysis
tools. We described the realization of our tool, to be able to meet the requirements, and discussed how the
framework can be integrated into a base application and extended to the demands of the user. Finally, we
presented some of the basic Workers and used them in an example to show the analysis workflow.

While the framework can already be used for generating interesting analyses, there are still some issues
that could be addressed in the future, to make working with the framework go more smaoothly.

While the integration into the base application is straight forward and can easily done, it still requires both
access to the source code and programming skills. Therefore, the typical users cannot do the integration
themselves. This means that the developer of the base application has to integrate the analysis tool to provide
the functionality to the users. For these cases, the framework could be extended to run as a standalone
application, which can be connected to the database directly. This would require additional settings which
handle the connection to the database itself. At the same time, a stand-alone tool could benefit from the same
level of flexibility and extendibility that the framework offers while being integrated into a base application.

There are already a wide range of possible analyses, but still many additional Workers have to be created.
These Workers should be part of the framework itself, since they can be used for analyses in different areas.
Possible Workers include clustering algorithms, different diagram types, etc.

The logic handling the datasets is currently focused on processing speed. For this DataLists are often
just copied and remain in the primary memory. For small datasets this is a fast and efficient way, but for
complex databases with thousands or millions of entries, this method can quickly reach the computer's
capacity limit. To meet this problem several solutions would be possible. The generated result could only be
kept in memory during one operation, until succeeding Workers have used the Output Data. This would slow
down the analysis process, since even for a small adjustment, all Output Data would have to be recalculated.

Additionally, the generated Output Data could be saved in a temporary file, so that main memory is freed
because the Output Data is not used for calculation. Again, this would slow down the calculation process,
since disk operations are relatively slow.
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ABSTRACT

Mobile commerce has provided extended business opportunities for online organisations and made it easier for customers
to purchase products on-line from anywhere at any time. However, there are several risks associated with it, especially
the identity theft. Online organisations commonly use electronic commerce approaches; however, these have some
limitations in the m-commerce. This paper presents an evaluation of the approaches used in identity theft prevention and
suggests guidelines to overcome the weaknesses in m-commerce. A case study approach, with semi-structured interviews
was used as the data collection method. Thematic analysis method was adopted for the interpretation of the qualitative
data. Themes and codes were created in relation to the processes, methods, approaches, activities and tools used for
identity theft prevention. The results show that online organisations are using same approaches of identity theft
prevention for all online business transactions, while m-commerce has some unique characteristics for which e-commerce
arrangements are not effective. On the other hand, these arrangements are not evaluated for their effectiveness in
m-commerce. This study suggests for the assessment of identity theft prevention system for effective functionality in
m-commerce and forward guidelines for evaluation of the system in m-commerce. This study makes an important
contribution by suggesting strategies for identity theft prevention in m-commerce.

KEYWORDS

Mobile Commerce, Identity Theft, Prevention Strategies, Mobile Security, Network Security

1. INTRODUCTION

Mobile commerce (m-commerce) has become a popular channel for consumers and online organisations. It
allows the organisations to provide shopping facilities any time, at any location (Chong, Chan, & Ooi, 2012)
thus, customers’ get 24/7 shopping facilities. Such facility of online shopping is also espoused with many
risks especially the identity theft (IDT). Currently, the online organisations are using various tools and
technologies to prevent IDT in online transactions, yet they fail to control it. The major reason behind that
failure is using electronic commerce (e-commerce) tools and techniques for all types of online transactions.
Although mobile devices have unique characteristics such as touch screen, wireless network, limited
bandwidth and memory space, wireless encryption, operating systems and limited processing power (Goyal,
Pandey, & Batra, 2012; Nie & Hu, 2008), which may cause ineffectiveness of e-commerce arrangements.

In addition, these approaches have not been evaluated in m-commerce (Vidalis, Stafford, Angelopoulou,
& Derby, 2014). To address the problems of IDT in m-commerce, this paper evaluates the approaches used
by online organisations for prevention of IDT in m-commerce. The results show that the case organisation
neither uses m-commerce specific systems, nor assesses the vulnerabilities of the systems to prevent IDT in
m-commerce. The prevailing IDT system in the case organisation has been evaluated in m-commerce, the
weaknesses are highlighted and suggestions are given to overcome these weaknesses. This paper makes an
important contribution by suggesting approaches for IDT prevention in m-commerce.
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2. BACKGROUND

M-commerce is growing rapidly and has become an important channel in online industry. In the UK, sales
through mobile devices have increased by 186% in 2014(IMRG, 2014). Along with opportunities
m-commerce also has many challenges especially the IDT. Customers’ data security has a critical impact on
m-commerce, as online retailers who do not secure their customers’ data lose their customers (Wu & Wang,
2005). Surveys conducted in the USA and the UK on m-commerce challenges show that about 92% retailers
are concerned with fraud risk (Kount, 2014) or are unable to manage identity frauds (Khan & Hunt, 2013).

The number of approaches and techniques are presented by various researchers for IDT prevention such
as; network security (Al-Haj & Al-Shaer, 2011; Ray, 2013), internal and external data protection, encryption
technology (AnnMcGee & Ralph, 2015; Peltier, 2013), customer education (Arachchilage & Love, 2014),
threat and risk assessment (Beaumier, 2006), data access management and authentication systems (WenJie
Wang, Yufei Yuan, & Archer, 2006). Although these all arrangements are made to prevent IDT yet the fraud
is increasing (Khan & Hunt, 2013; Kount, 2014). The major cause of which may be the lack of evaluation of
such systems in m-commerce. The online organisations use same e-commerce validation approaches for all
types of transactions but these are not effective for m-commerce (Khan & Hunt 2013), so there is a need to
investigate the arrangements for effective prevention of IDT in m-commerce (WenlJie et al., 2006).

Technologies with unlimited benefits have also some challenges if not deployed and evaluated properly
(Phan & Vogel, 2010). The functionality of preventive technologies in fraud area is a critical issue and most
of these technologies are not compatible with m-commerce transactions (Nie & Hu, 2008). As the prevention
technologies are there to help mitigate the risks, but firms have to assure that these are being applied properly
in the problem-solving domain (Phan & Vogel, 2010) . Lack of evaluation of prevention system in
m-commerce is also a major obstacle to IDT (Wenlie et al., 2006). For effective functionality, the IDT
prevention systems should be assessed for their vulnerability (Soomro, Shah, & Ahmed, 2016; Vidalis et al.,
2014), which will help to make the necessary changes to enhance their performance in m-commerce.

So it may be argued that having no prevention system is a failure, but having the system with improper
implementation and lack of evaluation is same as having no system. Therefore, this study investigates the
limitations of IDT prevention system and suggests guidelines to improve its effectiveness in m-commerce.

3. METHODOLOGY

Qualitative case study is helpful to investigate and evaluate the effectiveness of technology to understand
what happened or how and why people are responding; and phenomena of people to the situations in natural
settings related to technology (Kaplan & Maxwell, 2005; Yin 2014). Therefore, the case study approach was
used to capture the opinions, perceptions, processes, knowledge and responses of people about the identity
theft prevention in m-commerce.

For qualitative data collection case study approach was adopted and semi-structured interviews were
conducted with seventeen representatives of an online retail firm based in the UK. The questionnaire was
developed using existing literature. The questionnaire was categorised into various dimensions of IDT
prevention such as information security, encryption, network security, and authentication system. Some
additional questions were also asked where needed to grasp the in-depth information. The data was collected
in the months of July and August 2015. The average time for each interview was about 40 minutes and
recording was done with an audio recorder.

A variety of respondents were selected from various levels of management and a few operational staff for
data collection. The respondents were fraud managers, IT security managers, top executives, a fraud analyst,
a fraud advisor, fraud investigators and others concerned with the prevention of identity fraud. Consent for
data collection was sought and an agreement of confidentiality was signed by the researcher and the
company’s management to comply with the ethical aspect of this research.

The qualitative data analysis software NVivo 10.0 was used to organise, code, group and analyse the data
from interviews. Using the thematic analysis technique, the data were carefully analysed. Themes and codes
were created according to approaches, activities and tools related to the parameters of identity fraud
prevention. The findings and results of data analysis are discussed below.
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4. RESULTS AND DISCUSSIONS

4.1 ldentity Theft Prevention

Prevention is commonly used to stop fraud from occurring; it is a set of activities that help to stop identity
fraud before being detected as suspicious or to create hindrances to committing IDT. The findings show that
the organisation has implemented different measures for IDT prevention, mentioned as below.

4.2 Network and Information Security

The findings so far show that the organisation has implemented various approaches or measures at network
and communication level to prevent IDT in m-commerce. These measures are firewall security, network
threat vulnerability analysis, anti-virus system, network access security and encryption technology. These
measures are investigated below in m-commerce.

4.2.1 Firewall and Database Security

Firewall is the important factor in network access and information security because it prevents the
unauthorised access at the boundary of network and infrastructure. The firewall has to be in line with security
policy (Al-Haj & Al-Shaer, 2011; Ray, 2013). The findings show that the organisation has contracted
network security from a third party which provides security services for network communication, anti-virus,
firewalls, IDS and data base security. Respondents (1 & 4) reported that: “Third party manages our
infrastructure and network...and they manage firewalls, antivirus, IDS and database security.”

The findings show that network security is constantly monitored and updated according to threats by third
party and present a security matrix to the case organisation. In security policy of the organisation it is
mentioned that firewall administrators have to get approval from the information security department. They
document all the information about the rules and conditions that they implement on firewalls for further
network security audit (Beaumier, 2006). As the organisation relies on third party for their network, firewall,
and information security management, which may leave some weaknesses unfocused. Therefore, the
organisation should consider the neutral organisation to evaluate effectiveness especially for IDT prevention.

4.2.2 Network Threat and Vulnerability Assessment

The security policy of the organisation explains that network security is randomly evaluated by a third party
at least twice a year. Respondent (4) said: “third party has to demonstrate to us the effectiveness of these
systems but I don’t know how they are evaluated.” This shows that third party is evaluating the effectiveness
of the network and IT infrastructure against threats. However, the case organisation does not know what they
are evaluating and how they are evaluating. Such information would help the organisation to identify the
threats and verify the methods of evaluation and their effectiveness (Tsavli, Efraimidis, Katos, & Mitrou,
2015). Participants (1 & 4) have explained that the organisation relies on the security provided by third party
and it is deemed to be fairly secure. Although the organisation has specific network security and access
policy but methods of evaluation and vulnerability assessment are not clearly suggested. Therefore, the
organisation should design such a policy which highlight the evaluation methods of network security and
data access policy compliance (Soomro et al., 2016; Tsohou, Karyda, & Kokolakis, 2015).

4.2.3 Encryption (SSL, PKI, WPKI)

For encryption the findings show that the organisation is using a standard Secure Sockets Layer (SSL) Kit to
encrypt the data that comes from customers through an e-commerce website and other third parties.
Respondent (3) explained that: “No, I can'’t tell you that (how we secure the data transmission in mobile
commerce). | can tell you that we have standard SSL and PKI in e-commerce.” This argument reveals that
the organisation uses SSL and Public Key Infrastructure (PKI) for data encryption in e-commerce, but it is
not clear that how are they securing data in m-commerce. While in m-commerce, normally at the gateway,
the data is decoded from wireless transport layer security (WTLS) protocol to encode in SLL, creating the
chances of IDT, because during that process the information is in plain text (Ray & Biswas, 2011).
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The implementation of strong encryption, digital signatures and SSL for data security and authentication
require more computational power and enough memory space while mobile devices have limited processing
power and memory space (Goyal et al., 2012; Nie & Hu, 2008). SSL and digital certificates could be useful
for data security at the network level but they could not contain any security features that provide protection
against online IDT attacks at the application level where fraudsters can capture information in plain text
before encryption (Ray & Biswas, 2011).

4.2.4 Information Communication Security

Information communication security would be considered as fundamental and the first step in online business
(Peltier, 2013). In this regard, Respondent (4) expressed the possibility of the risk of IDT when credential
data is transferred from the e-commerce website to the backend database servers. He stated: “... data is
encrypted by SSL but how do we get from the e-commerce website to the backend (server)? I don’t know, but
I do know it goes through the firewall so although our backend is protected I don’t know whether it is
encrypted or not but I think we cannot accept that to be the case on an insecure internet.”

This implies that the internal infrastructure and database servers are secure but the organisation has not
evaluated the process of data transmission from an e-commerce website to the backend database servers
because the organisation assumes that it would be encrypted and secure from threats of IDT. Therefore, it is
suggested that the organisation should evaluate the data transmission flow not only from e-commerce website
but also from mobile applications to the database servers (Beaumier, 2006). It may be concluded from
discussion, that the organisation has strong network data protection at the internal level but there are some
limitations in m-commerce at the customer level, mentioned in Table 1.

Table 1. Limitations and suggestions for network and information security measures

Measures

Limitations

Suggestions

Threat

Third party is evaluating effectiveness but

The organisation should analyse its methods of network

assessment organisation does not know the process. security evaluation (Amori, 2008).

Firewall, The organisation relies on security provided | The organisation should ensure the security provided
database and | for firewalls, anti-virus, database and | by third party according to their network security
network network access by third party and it is | policy and analyse the firewall security through
access deemed to be fairly secure. penetration testing and vulnerability test (Eisen, 2009).

Encryption The organisation uses standard SSL and PKI| The organisation should implement strong encryption

which are not effective in m-commerce.
The encryption key could be tempered by viry
and malwares on the customer side.

such as point-to-point encryption of hardware; and
should verify the encryption signature key during
network authentication (AnnMcGee & Ralph, 2015).

Information flo
security

The organisation does not evaluate the
security of information flow from third
party e-commerce platforms to the

database.

The organisation should evaluate the in-depth data
transmission flow not only from the e-commerce
website but also from mobile applications to the
database servers (Amori, 2008).

Table 1 shows that for preventing IDT, the organisation have implemented various network and

information security measures. These measures are secure and implemented according to standards of
e-commerce. The results show that the organisations are not giving proper attention to assessment and
evaluation of these measures in m-commerce. Therefore, the organisations should examine the weakness and
loopholes in network and information security process with respect to channels (Borum, Felker, Kern,
Dennesen, & Feyes, 2015). The organisation should also ensure the security of data and information flow
from business partners, third party contractors and customers (Borum et al., 2015; Tsavli et al., 2015).

4.3 Business Platform Security

The business platform is the channel through which sell and buy the products and services. In m-commerce,
the business platform consists of the mobile device, mobile business application (apps) and wireless network
for communication. The entities related to business platform security are discussed below.
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4.3.1 Mobile App Security

The findings show that the organisation has a mobile application. it is developed by a third party and is
managed by the e-commerce department. Most of the participants confirmed that more than 70% of orders
are placed through mobile devices. Therefore, it is necessary to secure their mobile application from identity
fraudsters who create threats to obtain their identity and credential information by exploiting mobile
technology. In this regard, most of the respondents explained that the organisation has a mobile application
but they do not know what security parameters are implemented for the prevention of IDT. For the
effectiveness of mobile application, respondent (4) explained that: “#hen the mobile app was produced we
assessed the vulnerably point of view by the third party ”.

The statement reveals that the organisation has evaluated the vulnerability by testing mobile applications
once, at the time of its deployment. However, the literature suggests that m-commerce provides enough
information and security through a mobile application that could be helpful to prevent theft in m-commerce.
Because in m-commerce the online retail organisations are installing their applications direct to the
customer’s devices, it provides direct access rather than by clicking on URLs in e-commerce (Khan & Hunt,
2013). Therefore, it is suggested to the organisation that they enhance the security of their mobile application
by adding extra security functionality such adding antivirus signature verification functionality, communicate
through a virtual private network (VPN), and use an IMEI number for verification and authentication of
customers. It is also suggested that the organisation should evaluate the effectiveness of their mobile
application on a regular basis.

4.3.2 Anti-Phishing Technology

The organisation has purchased anti-phishing services from a third party which employs various means to
provide end-to-end protection against phishing. These include monitoring and detection of phishing sites,
real-time alerts and global network blocking, site shut down services, forensics and credential recovery and
bait operations. Participant (4) said: “Third party is monitoring fraud brands and shutting down phishing
sites; on customer complaints sites about phishing again they respond to that and take those sites down.”
The findings show that anti-phishing measures are in place but only for the e-commerce platform.
However, in m-commerce fraudsters could obtain credential information through other phishing methods
such as mobile app, ad-jacking, SMshing (SMS phishing), Vishing (phishing thorough phone call), send
URLs in emails, or installing malicious apps on a customer’s device and through social media (Jakobsson &
Myers, 2006). The findings also show that the organisation receives complaints from customers about
phishing sites and third party responses to those complaints. This shows that the anti-phishing service is not
as effective at detecting phishing URLs because customers are informing the organisation about illegitimate
sites or fraudsters who are using other channels to trick the customer. In this regard, the organisation should
consider monitoring and the detection of phishing mobile apps at mobile app store and employ extra
measures to detect other methods of phishing. The limitations and suggestions are summarised in Table 2.

Table 2. Limitations and suggestions for business platform security measures

Measures Limitations Suggestions
Mobile applicatio| The organisation A evaluated the The organisations should regularly evaluate the
security vulnerability of mobile applications only | mobile apps concerning IDT prevention (Borum et al.,
once, at the time of its deployment. 2015; Tsavli et al., 2015) and enhance its security by

adding extra security functionality (Eisen, 2009).
Anti-phishing The anti-phishing service is not effective | The organisation should implement continuous
technology to detect phishing URLs because receiving| monitoring and a phishing detection system for mobile
complains about illegitimate sites. apps (Bose & Leung, 2007).

Table 2 shows that the organisation has implemented various prevention measures to secure business
platform. These measures include internal anti-virus, anti-phishing technology, wireless (mobile) encryption.
The measures were implemented for e-commerce and internal network security but mobile app which may
increase the IDT risk at customer side. Therefore, it is suggested that the organisations should evaluate the
vulnerabilities in m-commerce and enhance the security by adding extra features such as adding anti-virus in
apps, VPN, SSL encryption and anti-phishing technology for mobile apps (Eisen, 2009).

63

www.manaraa.com



ISBN: 978-989-8533-58-6 © 2016

4.4 ldentity Verification and Validation (Authentication) System

The findings show that the organisation has a standard authentication system through account numbers and
passwords. Other security measures and tools are used such as SSL, password protection, database security
and customer data protection, but customer authentication is an important step in checking and verifying a
genuine customer at the time of login or account access. Respondent (2) explained that: “Just standard on the
website, such as account number, login details, and password - obviously if you don 't have these details then
it would not allow you to log in but that’s how fraudsters are obviously obtaining the credentials.”

The findings of the authentication process show that the organisation has a standard authentication system
through account numbers and passwords. It also shows that fraudsters illegally obtain these credentials via
hijacking the customers’ accounts and placing online orders. Literature suggested biometric authentication
such as fingerprinting, voice recognition, keystroke dynamics, facial recognition and eye retina recognition
would enhance customer identification and non-repudiation of information security (Karnan, et al., 2011;
Usman & Shah, 2013). However, Wenlie, et al., (2006) illustrates that the biometric authentication system
could be effective for authentication but it also contains some limitations such as once biometric information
theft has taken place, it is difficult to recover. Concerning this, respondent (1) explained: “We are looking at
logins and the amount of time of people are using certain keys [keystroke dynamics] and we’re able to
identify patterns; as well as this we are researching photo recognition systems with a view to the future.”

This shows that the organisation has concern about authentication systems and they are researching the
biometric system. M-commerce supports for biometric authentication because it contains a live camera, touch
screen and built-in biometric technology such as fingerprinting, eye retina verification, palm verification and
face recognition as well as voice recognition (Teh, Zhang, Teoh, & Chen, 2016). M-commerce also provides
a unique international mobile equipment identity (IMEI) number and contact number that could be helpful in
the identification of a customer by implementing multifactor authentication. This technology is now widely
used in large banks to authenticate the customer through a mobile app (Gu & Peng, 2010). Using this method
of authentication, the customer devices are registered alongside their accounts at the time of downloading the
app. The organisation could utilise these technologies and methods in order to implement an effective
authentication system. The strategical steps towards the effective prevention of IDT in m-commerce are
highlighted below in figure 1.

Key
Grey & bold existing approaches

Black proposed approaches Identity theft Prevention in m-commerce

|

Network and Communication Security ‘ ‘ Information and data Security ‘ ‘ Business Platform Security ‘ | Authentication System
«» Firewall Security. » Database security + E-commerce platform security o Login ID & password.
« Network threat. valnerability » Data storage security » M-commerce app security » Keystroke dynamics.

Assessment ’ « Information and data access (regularly evaluate, add extra « Customer education.
« Anti Virus. policy and compliance security layers Le anti-virus) o Use of IMEI for
+ Encryption (SSL, PKI, WPKI). . Lnfarmgtion flow security » Anti-phiching technology (for authentication.
o Network Access Security form third party and from mobile apps) o Use biometric system_
(through mobile devices). every business channel * Encryption technology (VPN « Use device identification for
« Investigate third party + Evaluate thL_[d party and SSL. device circuit encryption authentication.
vulnerability assessment contractors information system).
methods, security system

Figure 1. The strategy for identity theft prevention in m-commerce

The Figure 1 represents the suggested methods and approaches for IDT prevention. As the above findings
show that organisation are more focusing on technological methods (anti-virus, encryption technology,
firewall security, data security, login ID and password, keystroke dynamics and platform security etc.) to
prevent the IDT. However, literature also suggests additional preventive steps that would be helpful in IDT
prevention in m-commerce. These steps include; enhancing skills, knowledge and training to employees that
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they could evaluate and improve the performance of tools (Borum et al., 2015; Tsavli et al., 2015). The
existing measures are also included on account of their effectiveness and usability in m-commerce.

So far, this study finds that the online organisations are using the e-commerce approaches for IDT
prevention in m-commerce, which is a major obstacle towards its effectiveness. On the other hand, such
prevention systems are not evaluated for their vulnerabilities in m-commerce. So this study suggests proper
alignment of IDT prevention system with m-commerce characteristics and also forwards guidelines to assess
and improve the effectiveness of IDT prevention approaches in m-commerce.

However, these measures are not sufficient to prevent IDT. So with the help of literature additional
approached are highlighted to overcome the existing gaps in prevention of IDT through mobile devices. In
addition to the adoption of these tools and approaches this research also suggest regular evaluation of these
tools and approached to identify the limitations and enhance their performance in m-commerce. Application
of suggested tools and approaches will help the online organisations to prevent IDT and related fraud losses
and enhance customers’ trust.

5. CONCLUSIONS

An investigation of the IDT prevention measures in m-commerce has been presented. The results show that
the online organisations are using e-commerce approaches to prevent IDT in m-commerce. Although, these
approaches have some controls on IDT in general but have some limitations. Firstly, these approaches are
developed for e-commerce, so are not effective in m-commerce. M-commerce has unique characteristics,
which cannot be addressed through e-commerce approaches. Secondly, these measures do not specifically
address the challenges related to IDT in mobile devices. This study suggests that measures implemented in
IDT prevention should be capable of addressing challenges in m-commerce. So there is a need to establish
specialised measures capable of counterfeiting the IDT in m-commerce.

The results also show that the online organisations do not evaluate the measures used for IDT in
m-commerce. Implementing measures without knowing their effectiveness is a greater risk. So this study
suggests that the online organisations should systematically evaluate their IDT prevention measures in
m-commerce. Thus, the research makes a significant contribution by highlighting the limitations of existing
IDT prevention approaches in m-commerce. The study also suggests the guidelines for the effectiveness of
existing approaches in IDT prevention which will help the online organisations to manage the vulnerabilities
of their systems.

This study has some limitations, since research was conducted in the UK retail industry. However, other
countries have different concepts, methods and approaches for IDT prevention. This research suggests future
studies using data from other developed and developing countries to explore issues and remedies.
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ABSTRACT

This paper discusses the current situation that Costa Rica faces around fiscal issues and high evasion rates. Using actors
and multidimensional analysis, it proposes the electronic invoice as an e-government strategic solution that will close the
gap around tax evasion and the government incomes. The success achieved by Brazil in this area provides a source of
good practices for increasing Costa Rica’s implementation feasibility.
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1. INTRODUCTION

One of major Costa Rica public finances problem is related to fiscal deficit. Lack of adequate controls for tax
collection and tax evasion that exceeds the fiscal deficit, points that solving such issues is essential to achieve
fiscal consolidation. One way to do so is to analyze how may contribute electronic mechanisms such as the
“electronic invoice” as other countries like Brazil or Chile have implemented. Because the solution shall
include variables in diverse domains, different factors coming from political, economic, social, administrative
and technological dimensions need to be considered. This paper aims to perform an analysis that can provide
guidelines for a strategy that allows the creation of a new digital tax platform, which includes the promotion
of the electronic invoicing in the country, complementing a system of digital tax declaration and registration.
The new platform will help to strength Costa Rica’s Treasury efficiency enabling to fight tax evasion by
improving and simplifying the tax collection processes. In section 2 we review Costa Rica’s current fiscal
issues. Section 3 presents theoretical concepts relevant to e-government and its relation to fiscal issues. Next,
section 4 details briefly the methodological approach. Sections 5 and 6 describes Costa Rica current situation
and Brazil’s history on its implementation of the electronic invoice. Section 7 presents between the
quantitative assessment based on actors both for the current Costa Rica’s situation and how it can be
modified to project a feasible solution. Some recommendations are pointed at the end of the paper.

2. COSTA RICA’S FISCAL ISSUES

A current priority of Costa Rica’s government has been to find ways on handling public economic issues.
Fiscal deficit s widely recognized as one of the main problems on public finances. Solutions include a fiscal
reform for creating new taxes to help on fixing the situation. However, the creation of new taxes is a measure
that does not have the support from diverse actors, especially political opposition or enterprises. One of the
main arguments against the fiscal reform plan, is the fact that there is a very high tax evasion, which,
according to information published in media (ACAN-EFE, 2016), exceeds by 8% the country’s Gross
Domestic Product (GDP), while the general government deficit, according to the same source is near 5% of
the GDP. Thus by a simple arithmetic calculation, a correct tax collection will dismiss the need for new
taxes. Controlling the evasion will generate fiscal surplus for government. As detailed at the Presidency of
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Costa Rica official website (Costa Rica Gobierno de la Republica, 2016), the Treasury Secretary has
conducted studies that demonstrate the high degree of evasion. For example, tax authorities reported that with
the implementation of evasion control plan executed in 2015 over 731 free lancers professionals’ unpaid
taxes represent more than USD$2.1 million, which could go up to USD$3 million after interests and fees.
Simple and clearly an immediate question arises: how can Costa Rica develop mechanisms for avoiding tax
evasion in order to balance fiscal deficit? International success experiences may provide guidelines for such
objective. The Brazil’s electronic invoicing implementation is considered one of the leaders in this kind of
systems (Da Silva, et al., 2016). The Argentine EDICOM site (EDICOM, 2015), indicates that the
penetration of the electronic invoice in Brazil for the areas of Business to Business (B2B) and Business to
Government (B2G) has already exceeded 90%, which consolidates the country, along with Mexico, as world
leaders using this technology.

3. THEORETICAL APPROACH

As described in (Cortés-Morales & Marin-Raventds, 2012), e-Government solutions can be categorized as a
multidimensional problem where actors’ performance is a key success factor for the success of a public
policy using e-government solutions (Cortés-Morales, 2015). The challenge for researchers is to find
evidences on different dimensions (political, economic, social, administrative and technological), and
mapping such findings to specific actors for computing the feasibility of the implemented and/or proposed
solution. From the perspective of e-Government concept, the Electronic Tax Platform Solution can be
categorized into Digital Government typologies (Fountain, 2001), primarily as a Government to Business
(G2B) solution, since it focuses on providing a platform on which all production companies can interact with
the government to present its accounting and tax information. Also it encourages the creation of solutions
Business to Business (B2B) since companies should exchange digital invoices to conduct their business
interactions. On the other hand, there is a component that could be considered Government to Government
(G2G) as different government entities within the Treasury House should interact: the Taxes Department, the
Fiscal Compliance Force and the National Customs Service.

4. METHODOLOGICAL APPROACH

Description of the current fiscal situation in the Costa Rica shows that efforts taken have not delivered the
expected results, so a public policy approach emphasizing the formulation stage is proposed. In addition the
comparative Case Study Research Strategy (Yin, 1994) between Costa Rica and Brazil is used to incorporate
elements that proved to be successful in Brazil. Stating specific questions for public policy formulation stage
and using multidimensional analysis (Cortés Morales, 2016) will permit to gather the elements for the
solution, providing guidelines for next stages of the policy (decision, implementation and evaluation). Based
on documental sources we proceed to perform the multidimensional analysis that includes political,
economic, social, administrative, and technological variables needed for the policy formulation. Mapping the
findings to specific actors permit to compute values on characteristics of “veto power” and “support”
following specific heuristics. Institutional resource, for instance, is important as long it’s not currently good
enough for the solution. The more scarce a resource is, the more its value is near to 1 (or near to 0 on the
contrary). For a specific actor, if institutional resource would permit that she or he acts adequately in the
solution, such actor would have a value near to 1 on that specific resource. Similar rational is applied to
other resources of veto power and actors’ support actions or public declarations. Aggregated weighted
average on veto power of actors’ support computes a feasibility value varying from 0 to 1. The closest the
value is 1, the more feasible is the solution analyzed.
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5. COSTA RICA CASE

5.1 Political Dimension

Regarding the institutional frame, Costa Rica has two main laws on tax regulation and an executive
resolution describing the application of tax burdens, their definitions and processes of the government to
collect and ensure their payment (Ministerio de Hacienda de Costa Rica, 2016). The mandatory use of
electronic invoice has been already a topic on the agenda of the Treasury House. As evidenced in (Cordero
Pérez, 2015), efforts are underway on issuing a resolution for progressively establish a mandatory
requirement. Grounded on the resolutions published in (La Gaceta, 2009) and its subsequent updates in
September and August 2011, in which the guidelines for voluntary use of digital media were defined, with
the law’s support, entitling the government to issue such resolutions. There are also international agreements
that Costa Rica has signed, such as the application to be a member of the Organization for Economic
Co-Operation and Development (OECD). Specifically, OECD seeks every member to develop mechanisms
for fiscal transparency as well as the creation of public policies to avoid tax paradises. Particularly for the
OECD, although Costa Rica has not completed its final inclusion, the incorporation process requires the
implementation of political, practical and legal instruments in different areas, including the tax area. Even
there is already an institutional structure that would support such solution, one crucial factor is to define who
would be the bill authorizer entity, an element that has been reason for debate in recent years. In particular,
the Central Bank of Costa Rica (BCCR) is emerging as a strategic partner to take on this role, as long as it
complies with the guidelines and regulations that the Treasury House defines. BCCR will take an operative
role while the Taxes Department will be the responsible for the Electronic Tax Platform. Considering the
decision phase, given the authority granted by the existing tax legislation, the Taxes Department can define
the mechanisms for an efficient tax collection. Additionally, laws already provide the possibility of applying
technological mechanisms as part of tax processes, which enables the Treasury House to issue rules and
regulations that promote the new digital platform.

5.2 Economical Dimension

As described, in several existing laws a percentage of tax revenues is intended to help on founding the
taxation process management. Therefore, to maintain this model, the solution will be self-sustained through
tax collection. As stated by (Cordero Pérez, 2015), the authorities recognize that electronic invoice will
generate an increase of about 10% in the government income. The cost of using electronic invoicing is 28
times less than conventional printed invoice, without considering costs generated by processing errors, loss or
storage. As explained by (Ramirez, 2016) electronic invoicing is highly profitable for businesses. It has major
effects in reducing printing costs, documents distribution, and fuel consumption required for archiving and
retrieving a particular document, as well as invoice processing. On the other hand, the initial investment,
which represents a high cost, could be covered by alternative means, for example, inviting state banks to
develop and manage the solution as an authorized collection agency; similar to other successful models
already established, leveraging the existing situation with entities such as the Banco de Costa Rica (BCR),
who has implemented solutions for issuing passports and licenses (Cortés-Morales & Marin-Raventéds, 2013).

5.3 Social Dimension

Given the corruption scandals and media news about major companies that evade taxes in the country, the
Electronic Tax Platform may be considered as an option to provide a greater ability to control tax
transactions. At the same time, it could raise the citizens’ level of confidence, not only in the government's
ability to make an efficient tax collection, but also bringing transparency in their actions. Since corruption is
one of most sensible issues on Costa Rica’s population (CIEP, 2013), a solution that could fix such problem
may be valued in a good way by citizens. This is accompanied with improved efficiency on government
among other benefits as in the environmental field by eliminating the use of paper and ink which can be
leveraged to achieve established country goals like reducing the carbon footprint.
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5.4 Administrative Dimension

The Tax Department General Manager stated in an interview (Alvarado, 2016) that they have plans for a new
platform for handling electronic invoicing and they were finalizing details on selecting a technology partner
for the solution. Even there was a previous agreement with the BCCR as technological partner, it was
suspended. It would be valuable to reconsider the BCCR as the certifying entity since they already have the
experience of implementing SINPE (National Electronic Payment System). Such experience can serve as a
basis for incorporating electronic invoices certification and provide the necessary guidance to the selected
technological partners. In addition, a project team must be established, that should be formed by personnel
from the Treasury House, who define the requirements ensuring that tax legislation is applied correctly; the
BCCR Board, who would be in charge of the design, implementation and testing of the solution; and an
Advisory Committee which shall include people that was involved on implementing solutions in countries
like Brazil, Chile, Mexico and Spain, who can, from their experience, provide its expert advice on best
practices and strategies to ensure success. The General Comptroller must be responsible for ensuring an
adequate project execution. Treasury House employees, specifically the Tax Department, should be trained
so that they understand the new platform and its use for the benefit of their own work and the taxpayer.

5.5 Technological Dimension

Lessons learned from successful implementations in other countries like Mexico, Chile, Spain and Brazil
should be a source of good practices. Broadly it can be noticed the use of systems based on SOA, through
XML web standards. Such technological approach avoids obsolescence of platforms as they become no
longer compatible with new operating systems versions, as happened with previous government solutions
(Eddi-7 and Declar@7) which Treasury House provided some years ago. In addition, the data integration
with a centralized system allows the automation of the delivery process, consultation and validation of forms
and invoices, as well as data mining for intelligence for the control of tax collection.

6. BRAZIL’S ELECTRONIC INVOICE HISTORY

The Brazilian Government identified serious flaws in its administrative capacity to ensure a proper tax
management and the need to solve three basic problems: a) Integration and mechanisms for sharing
information between its states (Brazil is a Federation of States), b) Modernize the tax management to reduce
the level of bureaucracy, and c) Restructure and automate tax management mechanisms to deal with high
volumes of transactions and reduce costs. The Brazilian Government was clear that its problem was a
disparate system of tax collection from their federal states, which caused a higher investment in the
administrative field to control taxes, at the time that relations between government and companies were
affected by the fact they seek loopholes to evade taxes under the pretext of the extreme complexity. As
detailed in (Henrique Diniz, et al., 2007), the first formal studies for the implementation of a digital public
policy were drawn up by the "Grupo de Trabalho em Tecnologia da Informagdo (GTTI)", which was a
commission created by presidential decree on April 3, 2000, whose aim was to review and propose public
policies guidelines and standards to govern the new forms of digital interaction. The result of the
commission was the Electronic Government Program of Brazil in 2001.

As described in (Anon., 2016), by December 2003 the constitutional amendment number 42 introduced
the paragraph XXII in the Article 37 of the federal constitution. The amendment determines that all tax
administrations of the states and federal districts of Brazil must work in an integrated manner ensuring that
records and tax information are shared among them. To meet the mandates of the amendment, from July
2004 national meetings of tax administrators (who manage the establishment of technical cooperation
protocols) are made. In March 2005 a group of representatives of the NF-e Project ("Nota Fiscal Eletr6nica",
electronic fiscal invoice) from the Treasury Departments of Sdo Paulo and Rio Grande do Sul traveled to
Chile to learn from their experience, considering that they had successfully implemented an electronic billing
system by 2003 (Oller de Mello, et al., 2009). The study in Chile, concludes that there is a technical
feasibility for Brazil invoice system. The main challenge would not be technological, but how to overcome
the obstacles to the creation of a single invoice national standard that would be accepted by all state agencies
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and the federal tax authority. Subsequently, as described in (Anon., 2016), by August 2005 was approved the
development and implementation of the "Sistema Publico de Escrituragdo Digital (SPED)" and the
e-invoicing project "Nota Fiscal Eletronica (NF-e)" inside the program "Projeto de Modernizacdo da
Administragdo Tributéria e Aduaneira (PMATA)". (Roseno, 2012) explains that the SPED will become the
national framework for the unified data processing which will operate based on digital certificates giving
legal validity to the Accounting and Tax in digital format. In September 2005, national legislation for
electronic invoicing (NF-e) was approved, starting the implementation of a pilot project where 6 states, the
federal government, and 19 voluntary private companies had participated. In addition, (Roseno, 2012)
describes that the SPED was formally established by the decree number 6,022 on January 22, 2007 as part of
the "Aceleracdo do Crescimento do Governo Federal (PAC 2007-2010)" program, incorporating 3 projects:
a) Electronic Fiscal Invoice (NF-e), b) Digital Accounting Record (ECD), and c) Digital Fiscal Record
(EFD). (Oller de Mello, et al., 2009) comment that by September 15, 2006, as a result of the pilot, they
began to use legally valid electronic invoice. In April 2008 they began with the expansion stage for the
mandatory use of the NF-e. Subsequently, as indicated by (Oller de Mello, et al., 2009), thanks to the success
achieved by the NF-¢, in October 2006 a new public policy for electronic tax oriented to the transport sector,
known as "Conhecimento Transport Eletronico (CT-e)", has started. The new legislation was approved in a
record time in October 2007, and a pilot project with 2 voluntary states and 43 private companies has been
launched. Thanks to the replication of standards and best practices proposed for the NF-e, by March 2009 the
first transport companies start issuing legally valid CT-e, and by 2010 is extended to the whole country. As
evidenced in (Mello, 2014), the successful implementation of the electronic invoices (NF-e) put Brazil’s
system as one of the most advanced systems of tax statements.

/. MODEL APPLICATION

Based on the gathered information and the analysis of the situation in Costa Rica, comparing it to the case of
Brazil, we proceed to create a model of actors where the feasibility of the solution in the current state is
calculated, and scenarios will be proposed to increase it. Following the typology described by (Subirats, et
al., 2008) which ranks stakeholders in Public, Private, Objective and Beneficiaries, and the assessment of
actors model described in (Cortés-Morales, 2015) we proceed to an analysis of the main actors present in the
Costa Rican national context (Table 1).

Table 1. Identified Actors

Type Entity Identified Stakeholders
Costa Rica’s Presidency Luis Guillermo Solis Rivera
Public Treasury House Helio Fallas VVenegas
Central Bank of Costa Rica BCCR Board
Taxpayers in Favor It is expected to be mostly large taxpayers who saw this
initiative as an opportunity to decrease operating costs
Objective Taxpayers Against The big evaders and freelance workers, who with the control

increases will be forced to report all transactions and thus see
an increase in their payable taxes

Treasury House Employees Set of officials who benefit by having better tools for tax
control

Business Consultants and Developers ~ Group comprised of consulting firms, developers and
implementers of electronic invoice that would potentially
increase their income by an expansion of the market segment

Citizens There will be greater transparency and better tax collection,
which will benefit the government’s finances and allowing it to
implement public policies for citizenship

Beneficiaries

We proceed to perform a multidimensional analysis to determine the power of veto, which is the
resources that an actor has at a given time and their relative importance; and the level of support, which
measures the level of support based on the resources that an actor brings in favor or against public policy. In
order to calculate the power of veto, resources are categorized into four types: a) Institutional, b) Economic,
c) Public Recognition, and d) Media. Each of these categories are assigned a weight according to the level of
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importance for the solution formulation as is described in (Cortés Morales, 2016). Table 2 shows the values
assigned to these categories. Similarly, the level of support, which is categorized into two types: a)
Positioning and b) Actions, as is shown in Table 3.

Table 2. Veto Power Factors Weight Table 3. Support Level Factors Weight
Parameter Value Parameter  Value
Institutional 45% Positioning  30%

Economic 35% Actions 70%
Public Recognition  15%
Media 5%

Once the weights of the veto power and level of support factors are identified, each actor is evaluated to
determine the individual impact for the proposed solution. Table 4 and Table 5 are the result of the veto
power and the level of support for both Mr. Solis, President of Costa Rica, and Mr. Fallas, Minister of the
Treasury House; two of the key actors involved.

Table 4. Current Luis Guillermo Solis Rivera Impact Table 5. Current Helio Fallas Venegas Impact
Type Parameter Value Type Parameter Value

Institutional 0.75 Institutional 1.00

Economic 0.75 Economic 0.50

Veto Power Public Recognition  0.60 Veto Power Public Recognition  0.70

Media 1.00 Media 0.50

Total 0.740 Total 0.755

Positioning 0.50 Positioning 0.75

Level of Support ~ Actions 0.25 Level of Support ~ Actions 0.75
Total 0.325 Total 0.750

The calculation of the veto power for each actor was obtained using (1), which considers the weight of
each parameter and the ability of each stakeholder on it. While the level of support was calculated using the
same logic, but based on the position and actions taken. To set the feasibility of the solution we used formula
described in (2), where the veto powers of each actor are contemplated, as well as the level of support they
have provided for the promotion of electronic invoicing in Costa Rica, then resulting in a feasibility 0.5163
for the solution.

" Support;xVeto,OPtions

Y, Veto;

Y-, FactorWeight;xPlayerFactorValue; (1)

s %
easibility =
YL, FactorWeight; f y

power =

The result shows that the feasibility of the solution is average, representing the national situation.
Although it is true that the subject has been part of the agenda of the Treasury House and there have been
some efforts to establish electronic invoicing, they have not been successful. One of the main reasons for
these failures is the lack of political commitment to promote and construct the solution. Having analyzed the
set of actors identified in the current Costa Rican context, a projection is created about what would be the
ideal environment for the establishment and implementation of the project to equip the Tax Department of a
mechanism to improve tax collection in the country. To do that, the relevant actors where re-assessed,
assuming they have the level of resources required to promote the implementation. Table 6 and Table 7
shows the result obtained with certain key capabilities enhanced for the President and the Minister (using
Brazil’s reference in the resources needed for a feasible solution). Also in Figure 1 shows the comparison for
all involved stakeholders before and after the modification.

Table 6. Projected Luis Guillermo Solis Rivera Impact Table 7. Projected Helio Fallas VVenegas Impact
Type Parameter Value Type Parameter Value
Institutional 0.75 Institutional 1.00
Economic 0.75 Economic 1.00
Veto Power Public Recognition  0.75 Veto Power Public Recognition  0.70
Media 1.00 Media 1.00
Total 0.762 Total 0.955
Positioning 1.00
Level of Support  Actions 1.00
Total 1.000
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Current Situation Ideal Situation
Luis Guillermo Solis Rivera Luis Guillermo Sclis Rivera
Citizens I\' Helio Fallas Venegas Citizens Helio Fallas Venegas
Business Consukants & C
BCCR Board Business Consukants & BCCR Board
Developers Developers
Treasury House Employ ees Taxpayers in Favor Treasury House Employees Taxpayers in Favor
Taxpayers Against Taxpayers Against
— O Suppoart —\ Respaldo

Figure 1. Current Situation vs. Ideal Situation

The President of Costa Rica, Mr. Luis Guillermo Solis Rivera, should ideally give full support to the
initiative, reflected in the increase of the Positioning and Actions factors. In addition, is needed an increase in
its public recognition, since its current valuation as public figure is not ideal, so he can count on greater
support to positively promote the solution in the public debate (for example, to fight corruption or to have
funding for social programs). The Minister of the Treasure House, Mr. Helio Fallas, must strengthen his
support to the electronic invoicing, making it a priority for his administration and securing the financial
resources required for the implementation. It is important to note that he is the person called to take the
leading role as a sponsor of the project, and should remove barriers. After the adjustments, the feasibility
formula (2) is applied again, where are contemplated: a) the veto powers of each actor, and b) the level of
support they could provide; obtaining a higher feasibility of 0.8964 for the solution.

8. CONCLUSION

From this research, we can describe the following set of recommendations to achieve the implementation of
the electronic invoice in Costa Rica. First is to follow good practices for the analysis and adaptation of
successful models in similar areas. A clear example is the case of the implementation of the electronic
invoicing in Brazil, who sought to replicate the success of Chile, learning from its model, execution
processes, and seeking opportunities for improvement and adjustment to the Brazilian reality. That is why
Costa Rica should observe Brazil, Chile and other countries as best practices references, in order to seek the
adoption of a proved solution, instead of investing resources in exploring uncertain solutions. Hence, Costa
Rica should encourage the creation of international partnerships to achieve the interaction between Costa
Rica’s project team and representatives of studies cases that can provide advice on different dimensions. To
launch the initiative it is not required the involvement of the Government’s Legislative Branch in creating a
legal framework to support it, since there is already the necessary institutional framework that gives the
authority to the Treasury House, specifically the Tax Department. Therefore, Costa Rica must work on the
creation of a centralized government system, to subsequently determine their progressive mandatory adoption
among different commercial entities operating in the country; providing the necessary mechanisms for
widespread and unrestricted access. From the analysis of actors, it is appreciated that there are no limitations
for the implementation of the solution. Main factors that have avoided its implementation is the lack of
political commitment. On the other hand, there is widespread concern in the population with respect to the
corruption problems through tax evasion. Hence the Minister of the Treasury House, with the support of the
President, should take advantage of recent scandals, and the need for a change in the fiscal situation of the
country, to strongly promote the initiative. Here is evident the importance of creating a plan for the short,
medium and long term, that includes the study and adaptation of successful models, the technical
implementation, the necessary contingencies to ensure taxpayers widespread access, as well as the
development of a progressive mandatory adoption, consistent with government and industry capabilities, to
ensure acceptance of the electronic invoice.
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ABSTRACT

The emphasis of this study lies in behavior change after using car apps that assist users in using their vehicles and
establishing a process for examining the interrelationship between car app’s persuasive characteristics and behavior
change. A categorizing method was developed and 697 car apps were investigated and classified into eight categories.
Meanwhile, an evaluation guideline was developed and nine persuasive design characteristics were found to be popular
used. A quasi-experiment was conducted and a behavior change evaluation process was developed. 109 participants were
recruited and asked to use a car app for two weeks. The results indicate that participants clearly perceived eight
persuasive design principles and four types of behavior change were found. The participants in four behavior change
groups showed different perception levels for eight persuasive design principles. Our pioneer work has contributed to
help designers and automakers to develop more effective and more persuasive car apps.

KEYWORDS

Persuasion, Persuasive technology, Persuasive design principles, Behavior change, Car apps, Car-related mobile apps

1. INTRODUCTION

Car-related mobile applications, which have accompanied the explosive growth of smart cars and smart
mobile devices, are broadly used as brand-new medium and paid attention by app designers and automakers.
However, it still not causes academia attentions. Based on a lot of researches about mobile application and
in-car applications, we give a generalization about a car-related mobile application (hereafter shorted as “car
app”) as a basically little, self-contained programs used for enhancing existing car using or managing
functionality and changing complicated car using behaviors into more user-friendly ones. Until May 6, 2016
over 3,973,284 apps from both Android Platform (Google Play) and iOS platform (Apple Store) are
approved. But based on our one-year investigation, less than 1% mobile apps are about car using or car
management. Most of the car apps have a few downloads and low review points due to poor function design,
poor persuasive design, system errors, and etc. It is hard to bring profits for car developers. Another problem
is that user acceptance and user intention about car apps are not clear enough for car app designers. Basically,
a profitable car app should at least have the characteristic of “network externality”. But based on our
investigation, most of them are lack of network effet. The most urgent issue is to find out what kinds of
design principles have effect on user intention. In other words, car app designers and automakers want to find
out how to design effective and persuasive car apps that may attract user’s interest or persuade them to
continuous use.

“ This research was supported by Basic Science Research Program through the National Research Foundation of Korea (NRF) funded
by the Ministry of Education (NRF-2014R1A1A2059510)
" Corresponding authors.
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This paper focuses on five research questions: First, what is the development status of car apps? Second,
what is the persuasive design status of car apps? Third, is it possible for car user to perceive the
persuasiveness of car apps? Fourth, what kind of behavior change can be found after using a car app? Finally,
is it possible for car users with different types of behavior change have different perceptions about car app’s
persuasive design features? The purpose of this study is to provide insight into the current states of
persuasive design in car apps and to confirm the relationship between car app’s persuasive design features
and behavior change. The results can be useful to automakers and independent app designers (hereafter
shorted as “app developers™) when designing persuasive apps.

This study is conducted in four research stages as follows. First, after one-year investigation, about seven
hundred car apps were found and checked from two different app distribution platforms - Apple App Store
and Google Play. The investigation focuses on two aspects. One is about car app’s function and utility. A
categorizing method was developed to classify these car apps into eight different categories. Another aspect
focuses on confirming car app’s persuasive design features. Based on persuasive technology theory, an
evaluation guideline was made to investigate these car apps’ persuasive design characteristics. According to
the guideline, about nine characteristics were confirmed among these car apps. Second, empirical study
methods are rarely involved in most of the existing studies about persuasive design. Furthermore, most of the
existing studies are lack of empirical data and feasibility, especially for car apps. Therefore, based on
literature review, only a few measurement items were collected from existing studies, while most of the other
measurement items were directly developed. After several rounds of expert screening, all measurement items
that related to the nine persuasive characteristics were developed. Third, an experimental study process was
designed to confirm whether subject’s car using behaviors were changed after using a test app. Based on
Fogg’s Behavior Change Wizard, an evaluation process was designed to check 109 participant’s behavior
change after two weeks. Four types of behavior change were found. Finally, in order to confirm the
relationship between behavior change and persuasive design characteristics, the data collected from the
experimental study were further analyzed. The results show that there were significant differences about
persuasive design perceptions among four types of behavior change groups.

2. RELATED WORKS

Several prior studies have examined types of behavior change and persuasive design principles by using
experimental methods. The review of the prior studies highlights three issues. First, the theoretical
interpretation of behavior change after using mobile apps is not clear. Most previous studies highlight the
behavior change after some experiments, for example, about weight lose or gain weight after eating some
kinds of food, etc. Most of them did not focus on behavior change in mobile apps. Second, the theoretical
interpretation of persuasive design for mobile apps that caused behavior change is not explained. In addition,
some studies about car apps rarely involve this topic. Third, extant studies typically restrict their empirical
research methodologies to surveys or some controlled laboratory experiments, so that it is unclear whether
their findings are robust for actual commercial contexts. Only a few studies provided some effective
empirical studies about the persuasive design principles, but they did not look hard enough for its concrete
behavior change results. This means these studies cannot prove those persuasive design principles to be a
good way to make users change their behavior.

Persuasive technology is defined as any interactive technical system designed for the purpose of changing
people’s attitudes or behaviors [Fogg, 2003]. Persuasive technology, as a kind of interactive information
technology, is a fast-growing research topic, especially for mobile app design. In the past, behavioral
psychology researchers and mobile app designers had to make guesses at solutions for changing behavior.
However, most of their attempts failed. The Behavior Wizard developed by B.J. Fogg is useful as a guide to
supply a solution in order to confirm a user’s behavior changing type.

Some scholars and researchers also focus on identifying distinct persuasive software features in order to
confirm and evaluate the significance of persuasive systems and behavior change support systems
[Oinas-Kukkonen, 2012]. Actually, Fogg has provided a widely utilized framework to help developers to
understand the persuasive technology [Fogg, 2003]. However, it cannot be used directly to evaluate the
persuasive system design or even as a guide to lead developers to follow some effective principles to design a
system with persuasion [Harjumaa and Oinas-Kukkonen, 2009]. To evaluate a system or a mobile app, 28
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principles that belong to four main categories should be followed. “Primary Task Support” category contains
the principles of reduction, tunneling, tailoring, personalization, self-monitoring, simulation, and rehearsal.
“Dialogue Support” category includes the principles of praise, rewards, reminders, suggestion, similarity,
liking, and social role. System Credibility Support” category is consisted with the principles of
trustworthiness, expertise, surface credibility, real-world feel, authority, third-party endorsement, and
verifiability. “Social Support” category includes social learning, social comparison, normative influence,
social facilitation, cooperation, competition, and recognition. However, most persuasive system design
principles have not been evaluated by empirical research.

Persuasive technology comes into the domain of an interactive information technology combined with
behavioral psychology. It focuses on the interaction between humans and intelligent devices, such as
human-computer, human-smartphone, etc. [Fogg, 1998, 2010; Oinas-Kukkonen et al. 2008, 2009]. In a sense,
persuasive technology can be considered as some kind of design with the intent to persuade people to change
their attitudes or behaviors [Lockton et al. 2008]. Oinas-Kukkonen and Harjumaa (2008, 2009) classified the
persuasive technologies from another perceptive, which is about whether the persuasive technologies can
change user attitudes or behaviors through direct interaction or as a mediating role. Persuasive technologies
nowadays take the form of apps or websites that use new capabilities of devices to change user behavior
rather than traditional ways that use information, incentives, and even coercion. Persuasive technology can be
found in mobile apps or websites with behavior-oriented designs like Amazon and Facebook, which can
persuades users to buy more often or stay logged in. Many mobile apps, such as some health-oriented apps
that incentivize weight loss and help to manage addictions and other mental health issues. Developers design
their products by analyzing and evaluating the content, using established psychological research theories and
methods. Most of these products or services have used persuasive design that focuses on making users feel
comfortable in making decisions and helping them act on those decisions. For instance, in the automotive
area, an insurance company’s “Snapshot” usage-based program can monitor user driving via data from the
car data port. Users try their best to drive safer, and then save money on the insurance fee.

The research for behavior change is an important research topic about what caused behavior change for
both researchers and software developers. Fogg developed the “Behavior Wizard” to help designers identify
specific types of behavior targets, confirm behavior change types, and match them to relevant solutions. It is
described as a matrix of 15 types of behavior change. The horizontal axis segments behaviors into five
“Flavors” which use five different colors to represent five different behaviors: do a new behavior that is
unfamiliar (Green), do a familiar behavior (Blue), increase behavior intensity or duration (Purple), decrease
behavior intensity or duration (Gray), and stop doing a behavior (Black). The vertical axis represents
behavior’s durations: one time (Dot), span of time (Span), or ongoing (Path). With the 15 behavior types, it
can isolate, identify and clarify the target behavior and distinguish it from others. It can highlight the
concepts and solutions related to target behavior, which may help to create a persuasive experience [Fogg &
Hreha, 2010].

3. RESEARCH APPROACH

The purpose of this study is to evaluate participants with different types of behavior change have different
perceiving level for the persuasive design characteristics of car apps. Therefore, an investigation was used to
find out the current status of car apps and to check the persuasive design characteristics of current car apps. A
quasi-experiment was developed to estimate user’s behavior change, to find out user’s perception for the
persuasive design characteristics of car apps, and to check the perception difference for persuasive
effectiveness among different behavior change groups.

3.1 Study One: Categorizing for Car Apps & Persuasive Design Evaluation

Investigations for car apps spanned October 2013 till March 2015 in two rounds. About a thousand mobile
apps were collected and analyzed by searching with keywords, such as “car”, “locating”, “driving”,
“navigation”, “maintenance”, etc. Based on car app’s functionality, utility, and features, a categorizing
method for car apps was developed. This method was tested in two rounds by using the method of inter-rater
reliability. The results of round one and round two show that the Cohen’s Kappa are 0.886 and 0.828, which
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means Cohen’s Kappa basically estimate that an agreement level beyond chance at 88.6% and 82.8%. The
categorizing method is proved to be reliable. After repeated siftings, a total of 697 available car apps (not
include car game apps, cartoons, etc.) are classified into eight different categories: news and basic
information about car (C-1), buying and selling (C-2), driver’s communication (C-3), location service (C-4),
safe driving service (C-5), A/S and maintenance management (C-6), renting service (C-7), and car expenses
monitoring (C-8). Table 1 shows the summarized results. The investigation shows that most of the car app
developers focus on designing car apps in four categories: car news and basic information (28%), locating
service (23%), safe driving service (12%), car renting service (15%). However, their system design is too
homogeneous, especially much similar in main functions or operation interface. Only a few apps are
designed to be comprehensive and contain functions from two or more categories.

Furthermore, based on prior research, a “Car App’s Persuasive Desigh Guideline” was developed to
investigate 679 car apps’ persuasive design characteristics [Zhang et al. 2016]. For example, a car app “Mudu
Parking”, 12 characteristics were found. In this app, “Coupon can be downloaded and bonus points can be
used as money” can be confirmed as the persuasive design characteristics of “Rewards”. Furthermore, “Use
guide, question emails, or Kakao Talk to help users” can be considered as the characteristics of “Suggestion”
[Zhang et al. 2016]. The result of Fleiss’ Kappa (k=0.782) proved this evaluation method to be useful and
reliable. It was found that nine persuasive design characteristics observed in current car apps are popularly
used by app developers. They are: self-monitoring, reduction, personalization, reminder, suggestion,
trustworthiness, real-world feel, expertise, and verifiability. [Zhang et al. 2016].

3.2 Study Two: Experimental Research Design

Based on our investigation, not all of the persuasive system design principles are used in the current car app’s
design process. Actually, no existing empirical study about persuasive design is related to mobile apps,
especially for car apps. Smartphone and vehicle are two of the indispensable devices of our daily lives, the
trend is that in-car apps and car apps are tightly coupled with each other and mutually complement each
other. Therefore, how to design a more persuasive car app that can effectively change a user’s traditional car
using behaviors or managing behaviors should be a pressing and important research topic for app developers
and academic researchers. The purpose of this study is to check whether a car user’s perception level of the
car app’s persuasive features is different among different types of behavior change. The main problem is to
find out whether subject’s car using or managing behavior will change after using a car app.

An experimental study is designed to confirm whether subject’s car using behavior will be changed after
using a car app for driving or managing the vehicle. This process is compiled to measure subjects’ behavior
change types after a two-week test. The experiment subjects are drivers who also have a smartphone who can
use a car freely or own a car. A parking app (Mudu Parking) from the locating service category is selected as
an experimental object, hereinafter referred to as app-A. In this paper, the reason for choosing this app is not
only its download amount but also the average rating score in both Apple App Store and Google Play are
higher than other parking apps in Korea app market. Furthermore, it represents all of the nine common
persuasive design features. This experiment will be performed in the Republic of Korea and it contains three
stages. In the pre-test, we show a PPT to participants about test app and make sure all participants clearly
understand what the app is used for. For those who want to download and make a trial for App-A will be our
experiment participants. After a few minutes for trail, we ask participants to answer the pre-test
questionnaire-A, which contains the questions about App-A and demographic information. We inform the
participants to use the test app freely during the test period and record their usage frequency. Two weeks
later, in the post-test, we ask the participants to answer the post-test questionnaire. The post-test
questionnaire contains a post-test experiment questionnaire (A) and a survey about user perception (B).

3.2.1 Pre-Test Questionnaire Design

In the pre-test questionnaire, after two rounds pilot test, each question is used as a precondition to determine
the participant’s behavior status before starting the two-week experiment. The question list and the logistic
evaluating standard are listed. Based on 15 types of behavior mentioned by Fogg, this study attempts to make
behavior change measurable and observable for researchers additionally. (See Table 1).
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Table 1. Pre-test Questions

No.  Questions

Q1  Have you ever used app-A or something similar to app-A while you use or manage your car?

Q2 Have you ever used app-A?

Q3  Please write down all you have ever used car apps that similar to app-A.

Q4  Are you using these kinds of car apps for the past week?

Q5  Please write down the name of app you used last week.

Q6  What’s the frequency of using your car app while you use or manage your car?

Q7 Do you think the using frequency that you use these car apps in the past week is more than before?
Q8  How often did you use these kinds of car apps before while you used or managed your car?

Q9 Do you still want to continue to use these kinds of car apps while you use or manage your car?

The pre-test process is mainly used to check out participant’s behavior “Flavors” and confirm the usage
of test app (App-A) before the test. The pre-test process would show “Green Behavior” (do a new behavior),
and “Blue Behavior” (do a familiar behavior) from answers of question 1 (Q1) to question 5 (QS5). The
answers from question 1 to question 5 also help to confirm the behavior starting status for “Black Behavior”.
Before this test, some car users may also have some experience with car apps, especially using app-A.
Therefore, question 6 to question 8 show the usage frequency of App-A before the test, which will be used to
compare with the usage frequency during the test. The comparison results would show “Gray Behavior” and
“Purple Behavior”. The other questions are used to help researchers know about the car app usage of
participants (See Figure 1).
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Figure 1. Pre-test & Post-test Evaluation Process

3.2.2 Post-Test Questionnaire Design

Post-test consists of two questionnaires: Post-test Questionnaire A and Post-test Questionnaire B.
Questionnaire A is for confirming car user’s behavior change. The comparison results between pre-test and
post-test could be used to confirm the participant’s behavior change status (See Table 2). Questionnaire B is
for checking participant’s perception about car app’s persuasive design. After several times of pilot test, the
post-test questionnaire is developed and the answer format is designed with a 7-point Likert scale. It is
comprised questions about the usage of the experiment object and questions about persuasive design
principles. After going through several rounds of very rigorous process of selection by experts, a simple scale
development was compiled. Several measurement items were taken from existing research, but most of the
other measurement items were developed directly.

In the post-test evaluation process, the main work is to check out participant’s behavior “Duration” and
confirm the usage of app-A after the test. The post-test process would show the “Duration” for “Green
Behavior”, “Blue Behavior”, “Purple Behavior”, and “Gray Behavior” from answers of question 1 to
question 5. The answers of question 2 and question 5 also help to confirm the “Black Behavior”. The other
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questions are used to help researchers know about the future user intention. Several times of pilot test for the
whole experimental process were also performed. All the experiment process is proved to be available. (See
Figure 1).

Table 2. Post-Test Questions

No.  Questions
In the last two weeks, did you use app-A when its functions were needed while you used or managed
Q1 5
your car?
Q2  Please write down the reason that you didn’t use app-A during the test.
Q3  How often have you used app-A while you use your car during the previous two weeks?
Q4  Please write down the daily usage frequency over the past two weeks.
Q5 In the last two weeks, did you have a situation where you didn’t use app-A when its functions were
needed while you drove or managed your car?
Q6 In the last two weeks, what’s the frequency that you didn’t use app-A when its functions were needec
Q7 Do you still want to continue using app-A after this test?

while you drove or managed your car?
Q8  Why you don’t want to continue using app-A after this test?

3.2.3 Behavior Change Evaluation Process

Based on this experiment design method, the following evaluation rules were followed to estimate
participant’s behavior change type. For example, “Q1—B” means test question “1”, “—” means “to choose”,
“B” means the answer. The detail descriptions for 15 types of behavior change have been developed but only
one examples of evaluation process will be listed in this paper because of the page limitation (See Table 3).

Table 3. Example for Evaluation Process

Status Test Question Flavor / Duration Behavior Behavior Change Type
Pre-test Q1—B or {Q2—A or Q5—App-A}  Blue Behavior Blue-Span Behavior
Post-test  Q1—B {Q3—C; Q4 Freq.=2 or 21}  Span Behavior

4. DATA ANALYSIS AND RESULT

This experiment was started on May 17th, 2015 and four round tests were performed until June 4th, 2015.
Total 109 participants took part in this test. They were asked to respond to the questionnaires during the
post-test. 95 valid data were collected, excluding 14 invalid data. About 51.3% participants came from a
company and it’s research center, 11.9% participants came from two universities, and about 36.7% data was
collected from a Presbyterian church (30.3% homemakers and 6.4% self-employed persons). Among these
participants, 71.56% participants are over age 35 and all of the participants have over undergraduate
education. About 84.4% participants have more than three years smartphone using experience and over
91.75% participants have more than two years driving experience. About 61.47% participants use
smartphone every day less than one hour and 14.68% use 2-4 hours. 96.33% participants drive about 0.5- 2
hours everyday and over 52.29% participants drive in metropolitan cities.

By comparing the results of pre-test and post-test, four types of behavior change were discovered:
“Green-Dot” (22 participants), “Green-Span” (41 participants), “Blue-Span” (19 participants), and “Black
Behavior” (13 participants). “Green-Dot” behavior means that using app-A to drive or manage their cars is a
new behavior for the participant, and this new behavior is only carried out once in a certain period.
“Green-Span” behavior means that using app-A to use or manage their car is a new behavior but performed
more than one time, but not always during the test. “Blue-Span” behavior means it is not the first time for a
participant to use App-A and the usage frequency is more than one time but not always during the whole test
period.

In the post-test process, participants were also asked to answer Questionnaire B, which was about user
perception for car app’s persuasive design. Total 95 available data was analyzed. Exploratory factor analysis
and credibility test were used to inspect and deal with the collected data. The result of factor analysis shows
that all the items are factored into their desired group, such as reminder (0.779), self-monitoring (0.926),
real-world feel (0.936), expertise (0.809), suggestion (0.806), and trustworthiness (0.894), only except for
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reduction. The Cronbach’s alpha values for all six factors are over 0.7, which means these factors appear to
have good reliability. The results of one sample t-test show that participants can perceive the persuasive
design characteristics of App-A during the test. Questionnaire B uses 7-point Likert Scale to allow
participants to value their persuasiveness perceptions from “Strongly disagree” to “Strongly agree”. For the
variables of “Reminder”, “Self-monitoring”, “Real-world feel”, “Expertise”, “Suggestion”, and
“Trustworthiness”, if their population means are more than “4” (neither agree nor disagree), it means
participants can perceive the persuasive design principles of App-A. For the variables of “Verifiability” and
“Personalization”, each variable have seven questions and participants should check “Yes” or “No” or “I
don’t know”. Therefore, if one question of each variable is checked as “Yes”, it can be considered that
participant can perceive this persuasive design principle. In other words, for variables of “Verifiability” and
“Personalization”, the population mean should more than “0”.

The results of one sample t-test show that all of the p values are significant. That means participants can
perceive the persuasive design characteristics of App-A during the test. The research question four can be
confirmed. Analysis of variance (ANOVA) was used to examine whether there are differences of
participant’s perceptions for persuasiveness among different types of behavior change. Based on Table 4, the
mean plot for the eight factors can be distinguished as five different patterns.

Table 4. Exploratory Factor Analysis and Reliability

Gl G2 G3 G4 Sig.  Group Diff.  Pattern
Reminder 4.11(0.99) 5.70(0.89) 5.96(0.73) 3.74(0.64) *** 2,3>14 P1
Self-monitoring ~ 3.58(0.90) 6.17(0.67) 5.92(0.46) 2.90(0.40) *** 2,3>1>4 P2
Real-world feel ~ 3.89(1.24) 5.28(1.52) 5.26(1.22) 2.23(0.95) *** 2,3>1>4 P2

Expertise 4.02(0.79) 5.59(0.92) 5.40(1.02) 3.64(0.66) *** 2,3>14 P1
Suggestion 3.18(1.02) 5.76(1.03) 4.95(1.20) 3.04(0.88) *** 2>3>1,4 P3
Trustworthiness ~ 4.70(0.66) 5.96(1.14) 5.68(0.63) 2.65(1.05) *** 2,3>1>4 P2
Verifiability 1.50(0.96) 2.15(0.36) 3.42(0.84) 1.08(0.28) *** 3>2>14 P4

Personalization  3.23(0.61) 5.39(0.49) 6.47(0.51) 2.54(0.78) *** 3>2>1>4 P5

For Pattern “P1”, which means car app users who belong to behavior change group “Green-Span” (G2)
can perceive more persuasive design features — “reminder” and “expertise” — than the “Green-Dot” (G1)
group and “Black-Path” (G4) group. The same is true for “Blue-Span” (G3). Pattern “P2” describes design
features “self-monitoring”, “real-world feel”, and “trustworthiness”. The common characteristic of this
pattern is that participants in “Green-Span” and “Blue-Span” can perceive more persuasion than
“Green-Dot”. Furthermore, participants in “Green-Dot” can perceive more persuasion than “Black
Behavior”. Pattern “P3” describes factor “suggestion”. Participants in “Green-Span™ can perceive more
persuasion than “Blue-Span”. Participants in “Blue-Span” can perceive more persuasion than “Green-Dot”
and “Black Behavior”. However, there are no significant differences between participants in “Green-Dot”
and “Black Behavior”. Pattern “P4” describes factor “verifiability”. Participants in “Blue-Span” can perceive
more persuasion than “Green-Span”. Participants in “Green-Span” can perceive more persuasion than
“Green-Dot” and “Black Behavior”. However, there are no significant differences between participants in
“Green-Dot” and “Black Behavior”. Pattern “P5” refers to factor “Personalization”. Participants in four
groups can perceive significantly different persuasive effectiveness for this factor (See Table 4).

5. DISCUSSION & CONCLUSION

After a long-term research, this paper finds an approach for the research topic and identifies the results. The
first is to classify car apps into eight categories. After over 17 months of investigation in the current car app
market, 697 car apps were classified into eight categories by using our categorizing method, which is
developed by considering car app’s functions, utilities, and features. The eight categories are: car news and
basic information, buying and selling, car users communication, locating service, safe driving service, A/S
and maintenance management, renting service, and car expense monitoring. This categorizing method will
help researchers and app developers better understand the developments of the car app market. Second, by
using our persuasive design guideline, this paper summarized car app’s persuasive design features. Nine
features are observed: self-monitoring, reduction, personalization, reminder, suggestion, trustworthiness,
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real-world feel, expertise, and verifiability. The detailed information has been discussed in prior research
papers. Third, this paper observed four types of behavior change after two-weeks test: “Green-Dot”,
“Green-Span”, “Blue-Span”, and “Black” behavior change. Although the experiment design process has been
logically and objectively designed, the other eleven types of behavior change were not observed. However, it
seems to confirm that this experiment process shows validity. The analytical and clinical view of the
experimental procedure was proved to be strong and can be used as a reference to further empirical study in
this field. Finally, participants can perceive the App-A’s persuasive design characteristics, which included
Self-monitoring, Personalization, Reminder, Suggestion, Trustworthiness, Real-world feel, Expertise, and
Verifiability. Furthermore, participants in different behavior change group perceived different level of car
app’s persuasive design features. It can be distinguished as five different patterns. The exploratory factor
analysis checked seven variables and distributed six sets of factors, excluding reduction. They are: reminder,
self-monitoring, real-world feel, expertise, suggestion, and trustworthiness. The reliability analysis shows
that these factors appear to have good reliability. Furthermore, a one-way ANOVA was performed and the
result showed that there were significant differences between each group.

This study attempts to make several contributions to research and practice in the field of persuasive
technology and behavior change. Especially, this research is designed to make a systematic approach to
integrate persuasive technology with behavior change research. First, this paper is of great significance in
discovering the interrelationship between mobile app’s persuasive characteristics, behavior change, no
behavior change. The result of this research not only sheds light on the academic field, but also provides
guidelines and suggestions to car designers and automakers. The conclusion of this paper can help them
follow appropriate persuasive design principles to design more effective and more persuasive apps for car
users. It also may increase car-using efficiency and give some useful suggestions for the development of
built-in applications. Second, finding a way to distinguish different types of target behaviors adopted from
Fogg’s Behavior Wizard and match them with solutions is a much better way to achieve our target behaviors.
In order to distinguish car app user target behaviors, this study developed a questionnaire process to discover,
distinguish, and confirm different types of behavior change. Most of the correlative papers about Behavior
Wizard are not linked to an integrated process that can discover and distinguish all these different types of
behavior changes. Most related research only focused on dealing with a certain type of change, but not all of
them. This paper puts all of the behavior change types together into one experimental process and tries to
find out an integrated way. Therefore, a two steps experiment process that contains a pre-test and post-test
were designed and proved to be useful.
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ABSTRACT

In the area of primary health care, there is a high demand in Brazil of permanent education and qualification of
professionals who work in this field. Besides, nowadays it is a consensus that education can be benefited by the use of
mobile devices, especially due to the possibilities of browsing, use and of easy access to different resources. In this
context, this article presents an evaluation experience of usability of a mobile system for the access to open educational
resources in the area of health. The results point to the construction of a simple application and of to easy access to the
objects available and are of utmost importance to their evolution in the aspect of user experience.
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QOE; e-Health; Application, Education

1. INTRODUCTION

In Brazil, the health services are organized in assistance levels: primary (considered the users’ preferential
gateway in the health care services network), secondary (specialized services) and tertiary (hospital services).
The primary health care is considered to be a set of actions, in the individual and collective spheres, which
“comprises the promotion and protection of health, the prevention of dangers, the diagnosis, the treatment,
the rehabilitation and the maintenance of health. And it is developed through the exercise of management and
sanitary practices, democratic and participatory, in the form of team work, directed to populations from well
delimited territories, for which they take sanitary responsibility. It must solve the most frequent and relevant
problems in the territory” (Brazil, 2011).

When the technology to support health is applied nationally, it is an efficient way to universalize the
access to health and education. The use of mobile applications, for instance, makes it possible promoting
distance health actions and aims to: (i) expand the access to educational actions, both to workers and the
assisted population, especially by using guidelines available in easy language, with elements of games
(Marcos et al., 2006); (ii) increase the efficiency of the attendance in the health units; (iii) minimize the
spontaneous demand in the hospitals; (iv) expand the service coverage; (v) enable the screening of medical
consultations; (vi) reduce the waiting time between consultations; (vii) and make registrations of the services.

The use of mobile devices as learning tools in health tends to contribute to the reduction of social
expenses, because it promotes the educational process in the field, during the professional practice, without
the need of removing the professional from his work place for training and qualification (Rowe et al., 2007).
This practice has been increasingly seen as a facilitator to the learning process in distance (Kneebone et al.,
2008) (Marcos et al., 2006), especially in developing countries, due to the decentralization of the
management of health services, which is common in those countries.

It can be noticed, therefore, that the use of mobile devices in health plays an important role in supporting
health services, contributing, additionally, to the formation of human resources in the area, and enables the
reach of services to countryside areas, by the application of telehealth, especially the tele-education.
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Besides the educational aspects, the use of mobile technologies benefits and enhances, in the scope of
professional qualification, the convergence of medias, exploring the diversity of resources in mobile devices.
Thus, after this introductory section, Section 2 presents correlated works which reinforce the results achieved
in the suggested solution. The application to support the offline teaching-learning, is presented in Section 3.
Section 4 shows the process used to evaluate the system under criteria of quality and usability. Section 5
presents the results. Section 6 makes final considerations and presents ongoing activities.

2. RELATED WORKS

Some works deal with proposals of architecture and modeling of systems which meet the requirements
related to connectivity and access to educational resources, whether via mobile applications or via web. The
work of Marcos and other authors (Marcos et al., 2006), for instance, suggests architecture of access to
repository of learning objects through mobile devices. Its motivation lies on the necessity of m-learning
applications integrated to repositories. However, this architecture has not been fully implemented.

In the perspective of connectivity, Luz and Fonseca (Luz and Fonseca, 2013) presented a support tool to
collaborative learning which enables the sending and storage of data between distinct devices even without
internet. For this purpose, the concept of ad hoc networks is implanted, in which they depend only on the
existence of devices with Wi-Fi boards which work as routers.

The work of Ferreira and Castro (Ferreira and Castro Jr., 2013), in turn, presents questions of
synchronism, aiming to enable possible off-line access to educational resources in virtual learning
environments. Even though the work does not focus on repositories, its relevance is justified by the
architecture proposed, based on synchronization of files and database, designed for situations of instability in
internet connection.

Another relevant aspect is the matter of recommendation of materials, strongly approached by Reis and
Barrére (Reis and Barrére, 2014). In this work, it is proposed an architecture which enables a professor to
provide contents for specific groups, as well as automatic recommendations of content based on
characteristics of the user and context information.

It is worth highlighting that the other works bring some interesting applications which emphasize the
importance of repositories of educational resources as support instruments to professional qualification. The
proposal of the International Database of Educational Objects (Rodrigues et al., 2012) is one of them and
brings a repository of educational objects to web environments, whose intent is to cover a unified space of
access to materials produced by teaching institutions around the world. We should also emphasize, as a
differential, the importance of processes of validation of contents before they are made available.

Another work, strongly related to this article, is the Collection of Educational Resources in Health —
ARES (Brazil, 2015), whose aim is to provide educational resources produced by higher education
institutions for health professionals. In the context of this article, ARES is used as a subcomponent of the
system presented in this paper, which will be presented with details in Section 3 of this article.

3. DESCRIPTION OF THE SYSTEM

It consists of a system, which aims to provide educational resources to the health professionals. Thus, just as
in any other service and system of telehealth, there is the need of assuring the authenticity of the available
content, because such information directly implies attention to the life and health of patients and population,
besides the other legal, ethic, and professional requirements which are common in telehealth in general
(Newton, 2014). In addition to these requirements, there is also a demand of monitoring and controlling the
access of users’ health professionals and allowing that the resources continue available for offline access.

The objectives mentioned and the other functionalities (detailed in this section) meet two main reasons:
(i) the requirements of an efficient system to provide educational resources to health professionals and (ii)
respect the governmental and institutional requirements of the public entities involved (Brazil, 2010) (Brazil,
2011).
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3.1 Description of the Architecture

The architecture of the system is based on a client-server model, with the presence of an intermediate server
(MServer), playing a role of processing information for content on lending (present in the Collection of
Educational Resources in Health — ARES) as part of the service, in addition to a connection with a federate
network of servers (National Registry of Health Professionals — CNPS) to carry out the authentication in
different databases. It is important to remember that the servers CNPS and ARES are independent and they
are already operating (Brazil, 2015).

For the user, the system presents itself as a mobile application, in which allows the access to a set of
educational resources in different basic formats (audio, video, texts, and images) available for download and
offline visualization (in mobile stage). Thus, the access and utilization of synchronized resources allows the
user a more homogeneous interaction with the structure, where the content presented tends to be the same,
with the access being done from different devices. The mobile application was built on Android platform.

3.2 Description of the Functionalities

After requirements elicitation process, validation with health professionals invited, evaluation of visibility
and prototyping, the main requirements (essential) and more urgent were prioritized, composing the initial set
of functionalities of the point of access and of the system:

User authentication: The user must access the resources of the system and the contents of the
application after a federative authentication.

Provision of educational objects: The system provides the educational objects in formats compatible
with the mobile devices. The educational objects were, initially, audio, video, text (in PDF), and images.

Offline access: The system must allow the access to the downloaded resources in sessions without
internet connection, even though there must be a session time for authentication during the offline use.

Search for educational objects: It must be possible to search for educational objects, both among those
which are present online and those already downloaded by the user (in offline sessions). The search may be
done by themes, formats, institutions, and others, in addition to search keywords.

Data synchronization: The same user must have access to the downloaded educational objects, even if
the access is done from different devices.

Monitoring of access and use: The system must monitor the users’ actions, the operation of the device,
and the conditions of connection, thus allowing the system of recommendations to be built and improved.
Aside from making it possible the production of statistics of use, for the purpose of governmental
management in the context of public education and health.

Security of transmitted data (non-functional requirement): The transmitted data related to users,
health professionals, both at the moment of authentication and in other transfers of protocol data, must be
properly covered and encrypted.

Authenticity of information (non-functional requirement): Any resource which is accessed through
the system must be originated from a reliable repository. Thus, it is possible to guarantee that the content
presented was properly evaluated and authorized by a competent content-producer team.

3.3 Application’s Interface and Use Cases

The application was developed and tested, aside from the main functionalities of the intermediate server, thus
putting the system in a functional stage ready for evaluation. The server for tests of authentication with data
was left in operation for security reasons. On the “Authentication” screen the user’s authentication is done,
with the professional’s register data. If there is not a register, the user is directed to a registration page.
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1. Atengdo integral a satide da mulher para enfermeiros m
Tipo: application/pdf Tamanho: 4.32MB
Data de publicagdo: 28/06/2

No decorrer do estudo desta unidade, veremos como € importante o papel da equipe,
em especial da enfermagem, para a observagdo dos aspectos fisiolégicos normais nos

2. Atengdo integral a saide da mulher para médicos m
Tipo: application/pdf Tamanho: 4.32MB

Data de publicagédo: 28/06/2014

No decorrer do estudo desta unidade, vieremos como é importante o papel da equipe,

em especial da enfermagem, para a observagao dos aspectos fisiolégicos normais nos

3. Sistemas de Informagdes Geogréficas e andlise espacial na Salde... m

Tipo- application/ndf Tamanho: 6 91MB

Figure 1. “My Archive” Screen

After the authentication, the user starts a session on “My Archive” screen, where he can view the objects
already accessed which are present in the device. It is possible to filter the objects by format, run a search
among the downloaded materials, filter by themes, see the details of an educational object (such as
description, author, date, institution, and file size) and open the resources.

= Acervo UNA-SUS

Para além dos map: opléticos (tematicos) é o que pretende o livro
Introdug@o a Estatistica Espacial para a Satde Publica, mostrando ao leitor

6. Sistemas de Informagdes Geogréficas e andlise espacial na Satde...
Tipo: application/pdf Tamanho: 6.91MB s
Data de publicagdo: 26/06/2014

0 livro Sistemas de Informagdes Geograficas e Anélise Espacial na

Saude Pdblica é parte integrante da série didatica Capacitagdo e Atualizagdo

7. Abordagens Espaciais na Saude Publica
Tipo: application/pdf Tamanho: 3.89MB
Data de publicagdo: 26/06/2014

Esse livro tem ac
uma categoria imprescindivel de anélise de situagdes de salde, contribuindo

Figure 2. “UNA-SUS Archive” Screen

Imente o propésito de recuperar o espago como

It is possible to browse to the tab “UNA-SUS Archive” (if there is an internet connection). The browsing
can be done among the objects available for download in the repository. It is likewise possible to filter by
themes and formats and run a search among the objects in the archive. The details of the objects are presented
in this screen.

4. SYSTEM’S EVALUATION PROCESS

The proposal of this research, which has been developed and evolved, is divided into three big stages:
conception, development, and evaluation. In order to guarantee the correct execution of the methodology
proposed, the management is based on the practices of the PMBOK Guide (Project Management Body of
Knowledge) (PMI, 2013) while the process of development of the solution is based on the agile framework
Scrum: planning, dynamic and adaptive control based on the execution of the activities proposed.

The conception stage comprised bibliographic review, understanding of the problem to be tackled, gaps
identified, and delimitation of the scope. A study of mobile applications applied to health, aiming at defining
the proper architecture to the solution was carried out. The requirements were evaluated with the support of
health professionals acting in primary healthcare. At the end of this stage, a concept proof was idealized and
a prototype of the system was built for the initial and real analysis of the solution proposed.
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The development stage comprised the selection of the technologies, platforms, and devices for the
modeling of the requirements raised/defined. The intention was to adopt free platforms and technologies,
because they favor the dissemination of the use in public services of health, and also facilitate the integration
with other systems.

And finally the evaluation stage, which consists of (i) the capture of impression and experience of the
users; (ii) the elaboration of simulations and empirical studies. The first part will be described in this article.
The second experimental stage, in progress, is where the system proposed will be evaluated integrated to the
module of decision, aiming at finding points of improvement and evaluate the impact of the practical
application to the remote health and community services in real situations.

With the purpose of capturing the impression and experience of users, a test of usability was planned.
Usability is a component of the acceptability of a system. Authors like Nielsen and Sommerville
(Sommerville, 2010) (Nielsen, 1993) affirm that the acceptability is a characteristic of the system, which
refers, basically, to informing if the system is good enough and meets the specifications of the users. Nielsen
(Nielsen, 1993) presents the usability as composed of five components: Easiness of Learning, Easiness of
Memorization, Efficiency in use, Few Errors, and Subjective Satisfaction.

The tests of usability for mobile applications are done in laboratories or in field. The tests in laboratory
normally use simulators or the device itself. It is important to register that they are less expensive, but in
contrast they come up short of the expected, because they do not use the applications in a real environment
with access via mobile operator, for instance. In order to verify if the components of usability were met,
measurements were defined, such as: time users take to complete the tasks and number of errors in the
execution of tasks.

4.1 Capture of Impression and Users Experience

For the evaluation of the application and of the continuous actions, the following indicators were defined: (1)
Learning: evaluation of the participants profile (players involved) in the use of the technological platform,
based on structured surveys and interviews; (2) Quality of the learning objects: continuous evaluation of
the insertions of technology from the point of view of the population directly favored; (3) Quality of the
system: evaluation of the system, in such a way to define points of improvement, especially in aspects related
to the usability, in other words, if the learning object in the mobile system is easy to be used.

In the evaluation of the application, we considered: a) Performance: aspects related to the minimum
requirements of hardware, because of the product lightness; b) Connectivity: it will access repository of
scenarios and data of the user for the synchronization and also in offline mode; c) Usability: the scenarios
will be for the use in a self-instructional way; d) Portability: capacity of usage in different mobile devices,
whether in smartphones or tablets.

The process of capturing of the user’s impression and experience happened according to the following
flow of activities:

1. Survey Application — Intending to identify the profile of the participant, under aspects related to the
use of technologies and social media, the survey, composed of four questions subdivided in up to five items
each, was applied.

2. Orientation to the User — The second step was represented by orientation to the user, in order to
contextualize the applicability of the system.

3. Execution of The Task List — After the orientation, the user received a list of eight tasks which should
be accomplished and in any time questions may be reported.

4. Evaluation of the Test — In this activity, after the accomplishment of the task list, the user was invited
to evaluate the way the tests were carried out. Questions related to the easiness of use, disposition and
organization of information, layout of the screens presented, nomenclature, messages of the system, and
assimilation of the information tackled were numbered. At the end, the user presented a general impression of
the test, if it was Interesting or Dull.

5. Suggestion of Improvement and New Requirements — The last activity had the support of the
participants, in the sense of suggesting new requirements and improvements to the application.
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4.2 Elaboration of Simulation and Empirical Studies

The set of activities related to the evaluation of the application, in real situation, is in the final stage of
planning. The evaluation will be a systemic and a continuous process which will involve: (i) Continuous
evaluation of the learning objects produced and of the professionals involved in the execution of the usage
scenarios; (ii) Self evaluation of by the students and professionals involved; (iii) Evaluation of the mobile
technology used, emphasis on the impact of its use within the educational and assistance contexts.

The team of execution will be responsible for the evaluation of the application, encompassing the analysis
of the technologies, as well as the educational resources available and accessed. The evaluation of the system
will be done during and after the provision of learning objects, aiming at making adjustments and
improvements.

5. RESULTS OF THE EVALUATION

In this section, the results related to the execution of the activities of capture of impression and experience of
users will be presented, according to what was presented in the subsection 4.1., items 3 and 4, Execution of
the Task List and Evaluation of the Test, respectively.

A set of 7 (seven) professionals, being 2 physicians of family health, 2 professionals in information
science, and 3 professionals of information technology participated in the test. The professionals were guided
to execute the following tasks:

e Task 01 — Initiate the application;
Task 02 — Run authentication;
Task 03 — Identify if there is any video in “My Archive”;
Task 04 — Download from UNA-SUS an audio object;
Task 05 — Access additional information of a text object in “My Archive”;
Task 06 — Play the downloaded audio object;
Task 07 — Find the theme “Children’s Health” in “UNA-SUS Archive”;
Task 08 — Filter the theme “Children’s Health” by audio format.

During the execution the time of execution of each task, the errors made in the execution were observed
through filming and filling of forms. The average of time spent in the execution of each task is presented in
Figure 03. Worst time: 204 seconds (task 4), best time: 54 seconds.

Worst time

| 204, Best
54sec

|
40
) l Il
B e N H =

Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Task 7 Task 8

120

8

Time in Seconds
2]

Tasks

Figure. 3. Average of time spent in the execution of task
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Table 1 brings a view of the quantity of errors made by each of the 7 participants in the execution of the

tasks.

Table 1. Quantity of errors per execution of tasks by professional
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Task 4 appears to be the most complex, because it presented the largest number of errors made per
participant. In Figure 3 we can observe that task 4 had the longest time of execution, and it may be a
consequence of the errors made during the execution. At the end of the accomplishment of the task list, the
participants were invited to evaluate the system. The results are presented in Figure 4. Best score: 5, Worst

score: 0.

Score

Figure 4. Evaluation of the System by the Participants

In general, the participants emphasized, as positive aspects, (i) the simplicity of the application; (ii) clear
and simple layout; (iii) the alternation between “UNA-SUS Archive” and “My Archive”; and (iv) quick view
of the themes. Difficulties were observed and reported during the execution of the task list. The most
recurring were (i) the functionality “return” did not work; (ii) canceling of download of educational

objects/resources; and (iii) exclusion of files initially downloaded to the device.

Based on these results, actions of improvement to the application were defined and are were executed.
Especially questions related to (i) the standardization of the search area of educational objects/resources —
using Google standard and material design; (iii) the cancelling of the functionality of download; and (iii) the
sending of messages of loading objects in the application.
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6. FINAL CONSIDERATIONS AND ONGOING ACTIVITIES

This paper presented an application developed initially for Android system, whose object is providing
educational resources and objects, in offline mode, to health professionals. The article brings an account of
an experience acquired during the execution of tests of usability of the application in laboratory.

The results obtained were very interesting and contributed greatly to the evaluation of the functionalities
and usability of the system. Indeed, new ideas were captured for the improvement of the graphic interface.
The simplicity of the application was considered one of the most relevant aspects, reinforcing the idea that
browsing must be as simple and intuitive as possible.

The application was evolved according to the results taken from the evaluation presented in this work.
Thus, improvements in the interface with the user are were implemented. Besides, the application is going
through functional adjustments, the most important one being the possibility of taking courses in offline
mode.
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AN EVALUATION OF IPAD AS A LEARNING TOOL IN
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ABSTRACT

Since Apple released the iPad in 2010, it has been widely adopted for teaching and learning. Its graphical user interface
combined with touch screen features engages users by attracting their attention. However, the level of engagement that
would influence learning is not well understood. This case study investigated the use of iPads when engaging students
during teaching and learning. A course unit was purposefully selected and 43 students in an extended undergraduate
program were given iPads to read, refer, annotate, and access the internet. A structured questionnaire was used to elicit
responses from these students. The findings indicated that perceived ease of use (p<.05), perceived learning (p<.01) and
perceived student engagement (p<.05) were positively related to learning outcomes. The findings show that the ease of
use of iPad, confidence and attention were significant predictors of students’ perception that iPad mediated learning.

KEYWORDS

iPad, student, perceived ease of use, instruction, student engagement

1. INTRODUCTION

The world has witnessed a rapid mobile penetration and growth of mobile data including marginalized areas
such as Sub-Saharan Africa. According to GSMA Mobile Economy sub-Saharan Africa report, projected
2016 mobile penetration in sub-Saharan Africa would have been 48.7%. An increase in device ownership and
data usage was reported due to decreasing cost of mobile devices and an increase in broadband coverage
(GSMA the Mobile Economy Report, 2015).

The ability of mobile devices, especially iPad, to share digital content in formats of video, images, voice
and text has made it an attractive and appropriate educational delivery tool (Geist, 2011; Henderson
&Yellow, 2012; Hutchson, Beschorner & SchmiCrowford, 2012). Students and educators access multimedia
content, some in form of eBooks, slides and pdfs from remote servers via wireless network, thus lightning the
burden of carrying books to class. Lecturers are able to share soft copies of class notes and other learning
material with students (Babnik et al., 2014; Fri-Tic, 2012; Hahn & Bussell, 2012). According to Hughes,
(2011), 25 million iPads were sold in the first fourteen months after release of iPad in 2010. This was a
remarkable market penetration and the “wow” factor generated by the unprecedented consumer interest and
its affordance coupled with it computing power made iPad a preferred mobile device. According to
Dahlstrom and Bichsel, (2014), 86% of the students that took part in a survey conducted in 213 institutions
with 75,306 responses across 15 countries, indicated that they owned a smartphone while nearly all owned a
mobile device.

Research has shown that students used iPad more in class (more than 50% of class time) than laptops (25
% of class time), making iPad a preferred mobile device (Karsenti, 2013). Some researchers have claimed
that iPad would revolutionize education (Ferenstein, 2011). Amidst such claims, there are those researchers
that have indicated that despite high penetration of mobile devices, the use in learning is not as widespread as
the devices themselves (Dahlstrom & Bichsel, 2014). A few students do classwork daily from mobile devices
(Wright, 2013), which is relatively small compared to percentage ownership. This is an indication that device
ownership and usage in learning is not proportionately related (Chen, Seilhamer, Bennett & Bauer, 2015).

91

www.manaraa.com



ISBN: 978-989-8533-58-6 © 2016

The usage of mobile devices by students is motivated by connectivity to internet, which makes it easy to
communicate on social media and access to multimedia content that interests them (Sana, Weston & Cepeda,
2013; Junco, 2011; Smith & Caruso, 2010). While competence in handling a technology has been proven to
be a significant predictor of information and communications technology integration in the classroom (Wario
& Viljoen, 2015) and students being competent in using mobile devices (Dahlstrom & Bichsel, 2014), does
not necessarily mean they are used for learning (Junco, 2012). However, in controlled classroom activities,
researchers have reported positive correlations between mobile learning and improved performance (Ostler &
Topp, 2013; Rossing, Miller, Coed & Striper, 2012). Others hold the view that they are disruptive in class
(Junco, 2012) and should be discouraged. Due to the contradictory views held by researchers, there need to
investigate how the students perceive mobile devices as enablers to engage in learning activities; and also
how they perceive the device as a learning tool. Research has shown that student acceptance to a technology
motivates them to use it more, which is as a result of the way students perceive it and adopt it (Louho,
Kallioja & Oittinen, 2006; Yusoff, Zaman & Ahmal, 2011).

Perception is the basic source of knowledge and knowledge is acquired through senses. Philosophers
argue that it is often varied, subjective and dependent on the preceptor’s powers of reason and emotion,
however, researchers use perceptions as basic source of empirical data (Dunn, 2013). This study used
student’s perceptions as primary source of data to evaluate iPad as a learning tool while the technology
acceptance model (TAM) was used to guide the investigation on how the students perceive iPad as a learning
tool, and how it enables the student engage actively and collaboratively while undertaking an assigned task.
The logit multinomial model was also used for identification of the significant characteristic of the students’
that best predicts student’s perception to choose iPad as a learning tool.

2. LITERATURE REVIEW

2.1 Mobile Learning

There is no singular definition for mobile learning, however, researchers agree that it encompasses learning
mediated by mobile devices used as learning tools (Pegrum, Howitt & striepe, 2013). While definitions use
the terms mobile and learning, researchers argue that the term learning means transformation or changes in a
person’s perceptions, attitudes, cognitive or physical skills after performing a learning activity and that it
cannot be ‘mobile’. Therefore, the term mobile learning is linguistically misleading (Dichantz, 2001).
However, the term is popular and is commonly used and accepted to emphasize the delivery of information
that leads to learning. Students are deemed to actively acquire knowledge when they use a mobile computing
device to interact with learning objects anytime, anywhere (Ireri & Omwenga, 2014). Mobile learning has a
dual aspect in this context, one is the use of mobile learning devices, and the other is the mobility of the
student (Sharples, Taylor & Vavoula, 2005). In both cases the learning can take place while a student is
mobile or stationary as long as the student is using a hand held computing device. This study considers iPad
as a personal learning tool and not an instructional tool, thereby adopting the definition.

The use of iPad and other mobile devices in education has been over praised, however questions continue
to be asked, whether they can be used in a Higher Education (HE) environment in a pedagogically sound
manner (Oppenheimer, 2003); and if any technology that works outside educational environment, can
succeed inside it (Melhuish & Falloon, 2010)? Some researchers argue that, it is due to many challenges
facing University level education such as a higher volume of work, large class sizes and demand on student’s
time and bandwidth that makes universities adopted programs that use technology (Schnackenberg, 2013;
Gasparini & Culen, 2012), while others argue that mobile technology is obstructive and is lowering the
learning standards since students waste a lot of their time on social media and less time studying (Junco,
2012).

2.1.1 Learning with a Mobile Device (iPad)

Teachers play a significant role in the successful pedagogical integration of teaching technologies in class
(Kanseti, 2013), however, learning only occurs when the students engage actively with learning activities
(Morf & Weber, 2000; Prince, 2004; Ireri & Omwenga, 2014). Learning is enhanced by the use of
technology, which mediates learning (Sharple’s et al., 2005). According to researchers, iPad has been tried in
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class with unprecedented adoption especially in developed countries such as Canada and USA (Etherington,
2013). About 4.5 million students in the USA (Etherington, 2013) and about 10,000 students in Quebec
(Kanseti, 2013) use iPad in class.

Mathematics is one of many subjects, which is taught using the iPad (Staats & Robertson, 2014). Staats
and Robertson (2014) indicated that students made interesting choices while making videos on iPads of the
algebra of inaccessible objects. They were required to take photographs of artwork and do an analysis. As a
conclusion of their findings, the way students worked using the iPad could not otherwise have been done to
make students understand. In another project, Lewis (2014), taught history using iPad by creating an open
theatre called ‘“Place Based Cinema”. These were interactive films, animations, and pictures of historical
events, which were mapped and made accessible through iPad and Smartphones. In his findings, the digital
reading device (iPad), enabled students to customize their reading experience by changing font size using
Kindle. The Kindle allowed them to deepen their comprehension by making notes in the text and utilizing the
audio-enhanced dictionary. The few research trials of iPad have made some universities like Abilene
Christian University provide mobile devices to students and faculty members in order to empower them to
use mobile learning as a mode of teaching and learning. At the University of San Francisco, researchers
provided faculty members and librarians with iPads and the results indicated that the iPad was valued as a
tool for teaching and learning (ACU Connected, 2012).

In all these studies, the success of iPad was mainly due to the ease access of learning content, interactivity
between student and content as well as the teachers (Lewis, 2014; Babnik et al., 2013; Hahn & Bussell,
2012). Despite this “wow” factor leading to the adoption of iPad, challenges that are inherent in all mobile
devices like transportation of multimedia content alongside scalar data and predictor characteristics of
students in using the device are still not fully understood (Alvi et al., 2015). Little is reported on the
challenge of introducing iPad in the classroom since its effective pedagogical use and the perceptions of
students to use it has not been fully explored. This paper aims to assess students’ perception after being
introduced to iPad’s multi-purpose tablet technology within their learning time. The iPad was chosen because
it is a commonly used device in institutions around the world, has advanced technology features and supports
many users (King & Bass, 2013).

2.1.2 Technology Acceptance Model

Most studies on introduction of technology revolves around the intention to adopt a particular technology or
assessing the usage of it. Literature on user attitude or perception to adopt technology is explained in the
Technology Acceptance Model (TAM) (Ramayah & Ignatius, 2005). The TAM has evolved through time,
originally developed by Davis, Bagozzi and Warshaw (1992) and subsequently modified by Venkatesh and
Davis (1996). They removed an attitude variable from the original model, because attitude did not fully
mediate the relationship between perception constructs and behavioral intent. The modified TAM model has
been widely applied (Ndubisi et al., 2001; Venkatesh & Morris, 2000; Ramayah, Jantan & Aafacqi, 2003).
The model has been used to predict behavioral intent towards the use of information technology. Behavioral
intention is a strong predictor of actual behavior according to the theory of Reasoned Action (Fishbein &
Ajzen, 1975).

Although some researchers argue that behavioral intention is a subjective norm, which does not directly
influence behavioral intent, Davis et al. (1989) states that there is a strong school of thought that supports the
opposite. Venkatesh and Davis (1996), found that the subjective norm does significantly influence behavioral
intention. This study used the modified TAM model to evaluate the perceived use of iPad in learning and
engagement. The external variables were derived from class activities, and were measured on the ability to
participate, gain confidence, gain attention and learning.

The modified TAM model by Venkatesh and Davis, (1996) explains the relationships that exist between
external variables, perceived usefulness, perceived ease of use, behavioral intention to use and actual usage.
External variables are directly related to perceived usefulness and perceived ease of use, perceived ease of
use is related to perceived usefulness and behavioral intention to use while behavioral intentional to use is
related to actual usage.

2.1.3 The Multinomial Logit Model

The multinomial logit model is a mathematical model used to perform a logistic regression analysis to
determine how well the variables predict a student’s choices (McFadden, 1973; Agresti, 2002) and to
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determine which characteristic factors are significant enough to explain the choice. The students were faced
with the choice of agreeing or disagreeing with the fact that iPad enabled them to learn or not. The logit
model is a probability model used popularly in evaluations of perceptions of participants (Park & Choi,
2009), represented mathematically by the formula:- P(i\z,C,B) = eziﬁ/ZjECesz where, C={1,2,3,.....,j} is
a finite choice set; i,j are alternatives in C; z; is a k-vector of the explanatory variables describing the
attributes of alternatives j and or characteristics of the decision maker, which affect the desirability of
alternative j; z=(zi, z,, .....zj) representing the attributes of C; and B is a k-vector of taste parameters.
P(i\z C, B) is the probability that a randomly selected decision maker faced with choice set C with attributes
z, will choose i. Therefore, the taking the natural logs of both side of the equation, the final equation becomes
linear and can be represented as:- logit P(z;) = %.F, fz; .

The leaner characteristics considered in this study were, gender, age, race, confidence, perceived ease of
use, perceived engagement (participation), attention, and perceived learning. The choices that the student
faced were categorized as agree or disagree that iPad contributed to learning. The p values generated were the
coefficients that linearly define the relationships between the choices and student characteristics.

3. METHODOLOGY

The study used a descriptive and interpretive case study method where a survey was conducted to evaluate
the Students’ Perceptions on use of iPad for Learning after they used iPad to do class work for 14 weeks. The
class was sampled randomly amongst first years/extended courses. The students were encouraged to enroll
for the class where each student was promised an iPad for the entire semester.

3.1 Procedure

The participants were drawn from an extended program in a faculty of Natural and Agricultural sciences.
Students were made aware of the study before they enrolled in the course. Participation was voluntary and
students were able to leave the study at any time. All the participants (students =60) who enrolled in the
course participated in the study, seven of which took part in the pilot study. Students were issued with iPads
and a demonstration on basic iPad procedures was conducted. Students were free to seek help and support
from the lecturer who taught the course. After 14 weeks of learning, a questionnaire was given to students.
The questionnaire was adapted from works of Streepey, Choe, Miller, Rossing and Stamper (2011) and
Diemer, Fernandez, and Streepey (2012). Students rated their learning and engagement while using iPads.
Survey responses were classified as Agree or Disagree before data was entered into an SPSS application.
Three categories were created perceived ease of use, perceived engagement and perceived learning. Data was
analyzed using descriptive statistics, cross tabulations and linear regression binomial logit model to cross
examine relationships and perception predictors.

4. RESULTS

Most participants were female (60%) while Blacks (96%) were the majority and the rest Colored (4%). Most
participants’ (86%) were aged between 19 to 21 years old. Approximately a third (67.3%) of the participants
owned a smartphone and 21.2% intended to purchase one.

The level of competence in using a mobile device before exposure to iPad was 51.9%. When participants
were asked to describe how likely it was that they would use a handheld mobile computing device for
e-learning after the iPad exposure, 44.2% said they were likely while 38.5% said they were extremely likely
to use it. Most participants were happy with their experiences, however, 17.3% were not decided whether
they would use iPad for learning after the exposure.

A correlation analysis between learning, participation in course activities and connecting to new idea
using iPad revealed that iPad as a tool of learning was highly perceived by the participants to be an effective
tool that could enhance learning. All Pearson’s correlation factors were above .800 at 99% degree of
confidence as shown in table 1. The participants indicated that using iPad, was likely to increase
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collaborative student participation in class activities. They also perceived learning took place while they used
iPad. An increase in participation of participants while using iPad in class had a positive correlation
(Pearson’s correlational value .878) with perceptions of the participants connecting to new ideas and also
with the perceptions that learning was taking place (Pearson’s correlational value .917). A summary of other
analyses on cross tabulations is shown in table 2.

Table 1. Correlation between learning, participation in course activities and connecting to new ideas using iPad

iPad activities Helped
Participant perception Helped in learning  increased connect new
Participation in class ideas
Helped in learning 1
iPad  activities increased 917" 1
participation in class ’
Helped connect new ideas 891" 878" 1

** P value less than .001

Table 2. Cross tabulation between participants’ ease of use, attention, confidence and participation while using an iPad

Cross Tabulation P-Value Crammer-V Value
After using iPad versus participation .000* .865
After using iPad versus confidence .001* .605
Attention versus participation .010* .466
Attention versus confidence .000* .783

*degree of confidence 95%

From results (Table 2), there existed strong relationships between use of iPad in class and participating in
class activities, also between use of iPad in class and participants’ confidence, in both cases (P< .05), with
Crammer’s V values .865 and .605 respectively. Crammer’s V values are above .5 with its scale of 0 to 1.
The results indicate participants gained confidence after using iPad. When participants were asked why they
thought they gained confidence when using iPad, they pointed out that it was easy to use. However, there was
no significant relationship between attention and participation. Attention in this case was drawn to individual,
not group activity. There existed a relationship between gaining attention and confidence irrespective of
gender or age (p<.05; Crammer’s V >.5).

The participants’ responses on how iPad helped them to solve problems in class were: -

o “Isimply google answers or ask my friends by chatting with them”;
e “I SMS my teachers”

e “I quickly refer to my notes”

e  “Ilisten to YouTube video clips from other professors”.

When asked if they would consider purchasing iPad after the end of the semester, 78.4% were willing,
12% were not decided and 9.6% would not due to high cost of iPad.

A further analysis on the predictors of choices made by the participants on iPad was done using a
multinomial logit linear regression analysis and are summarized in table 3. The results revealed that
participants’ confidence, attention and perceived ease of use of iPad were the characteristics that would best
predict the choice of iPad as a learning tool.
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Table 3. Summary of the multinomial logit model regression analysis

Helped me to learn the course B Wald Sig. Exp(B)

‘Disagree Gender 4,557 008 929 95.265
Age .000 .000 1.000 1.000
Race .000 .000 .894 1.000
Confidence 2.023 .000 .949 7.558
Attention .000 .000 .893 1.000
Ease of use .000 .000 1.000 1.000
Engagement .000 .000 736 1.000

‘Strongly Agree  Gender 000 000 11,000 1.000
Age .000 .000 1.000 1.000
Race .000 .000 1.000 1.000
Confidence 12.067 .000 .049* 11.000
Attention 24.569 .013 .003* 34.010
Ease of use 45.000 .000 .006* 61.000
Engagement .000 .000 736 1.000

*_The degree of confidence at 95%

The decision to disagree was not predicted by any participant characteristic, which meant there was no
distinctive characteristic that featured significantly for them to disagree. However, for them to strongly agree,
confidence, attention and ease of use played a significant role in determining the choice to agree that iPad
mediated learning.

5. DISCUSSION

The participants perceived iPad as a learning tool, which enabled them to engage in learning activities. These
findings are not unique but confirms what other researchers have found out about iPad as learning tool.
Fischman and Keller (2011), found out that iPads promoted active learning, collaboration, and student
engagement. Perceptions of participants provided the primary data. Fiser, et al. (2010), indicates that human
perception is statistically inferred in learning and therefore both perception and learning should not be
separated, but be treated together. They argue that perceptions are sensory inputs, which are used by the brain
to process what the student experiences as outputs and thus should viewed in a unified manner. In this case,
participants’ perceptions contributed to and was related to their view that iPad enabled them to build
confidence, gain attention and participate in learning activities. The participants became motivated and payed
attention in pursuit of a learning goal, a concept that Fischman and Keller (2011) also observed. The study
was located in a rural setting with the student population drawn from the rural habitant. Due to high mobile
device penetration in rural areas, the participants had previously interacted with a mobile device therefore
making it easy to learn how to navigate the iPad features. The responses by the participants on ease of use of
iPad for learning confirms that iPad can be introduced successfully in institutions of higher learning
including those in rural environments.

The participants’ responses on how iPad helped them solve problems gave iPad positive results and made
it a potential learning tool for promoting student engagement and collaborative learning. Their responses
praised the iPad’s collaborative features of communication (Chat), connectivity to internet and access to
stored content through shared content.

While the results of this study confirmed that iPad was a suitable device for learning, the excitement of
the participants could not be ruled out. Therefore the perceptions expressed by participants should be applied
by educators with a pedagogical decision-making and instructional design considerations. When this is done,
critics of mobile learning may be pacified. Their argument that mobile devices are disruptive and hinder
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learning, perhaps is true when students are left to use the devices in class without control. As Kinash, Brand
and Mathew (2012) argue, educators should not waste their energy so much with students using their mobile
devices in class, the fact that they will go to social media and surf the net, because in their view this is not
categorically different from traditional class where students’ minds wonder while professors are teaching and
use their pen and paper to doodle and write letters during class. Therefore, a lecturer must maintain class
control and management in a mobile learning class, just like in a traditional class (Ireri & Omwenga, 2015).

The results from the logit model regression analysis provided indicators why participants preferred iPad
as a learning tool. The results are useful to educators that may intend to use mobile technology. The
indicators identified as predictors could influence the participants’ perceptions to learning. It is therefore,
informative to lecturers that building students’ confidence, attention and providing user guides on use of
instructional technology can aid in achieving learning outcomes.

6. CONCLUSIONS

The students who were the participants’ perceived iPad as a good learning tool, which enabled them to
engage in learning activities, connect with their classmates, and connect with new ideas. They also perceived
that it was easy to use iPad, gained confidence and attention while learning. Most students indicated that they
would purchase an iPad after the end of the semester. The results also showed that ease of use, confidence
and attention were critical predictors of student’s perception to use iPad as a learning tool. This research
recommends the use of iPad as an instructional mobile device for higher learning institutions be included in
rural catchments areas. Also lecturers intending to use mobile learning need to build students® confidence,
attention and provide user guides on use of instructional technology. This will help in achieving learning
outcome as designed by the lecturer. Finally, the lecturer must be in control of the class by providing learning
activities that engage students with their mobile devices.

7. DIRECTION FOR FURTHER RESEARCH

For effective and useful integration of mobile devices in our classrooms, research needs to continue to
examine: institutional and lecturer’s readiness to integrate mobile learning in classes, positive and negative
pedagogical effects of mobile learning, and the effects of multitasking and knowledge retention.
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ABSTRACT

This paper aims to propose a framework to improve the quality in teaching and learning in order to develop good
practices to train professionals in the career of computer engineering science.

To demonstrate the progress and achievements, our work is based on two principles for the formation of professionals,
one based on the model of learning skills and the second on the model of convergence in information technology and
communication (ICT) (Bradley, 2005). In this paper, the results are the validation of the graduation profile as part of the
process of self-assessment and the internal strategies of the learning community that allowed to achieve the career
validation for five years (2015 - 2020).
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Convergence model, learning and teaching, competences, learning community, ICT, validation

1. INTRODUCTION

A variety of current trends have boosted changes in the way teaching is done (Tobdn, 2005; Tob6n, 2007).
Some of this trends are globalization, the rapid technological development (Crawley et. al., 2007); (Ischinger
& Alba, 2009), the new organizational structures of companies, job organization, etc. A lot of international
initiatives have resulted in new methodological models and practices that have been incorporated in higher
education. The majority of these models are focused on education based on competences. A competence is a
visible behavior, skill or aptitude that person shows in a specific context to function effectively and
satisfactory (Yaniz & Villardédn, 2006); (Crawley et. al., 2007).

In order to improve the academic processes, Universidad Catélica de Temuco (UCT), for some years, has
been boosting a new educational model (Sanchez, 2008). Some of the actions that the university has been
taking are to increase the learning results and competencies, supported by the Agreement of Curricular
Performance and Harmonization (Convenio de Desempefio y Armonizacion Curricular or
CDAC-UCT1202). The base of this educational model are competences, because it aims to respond to the
necessities of the job market and to be on trend with educational models around the world. The university
emphasizes an educational model based in generic competences, to give a distinctive feature to the students
of the university.

The issue proposed is this paper can be adressed by the two following questions: How to achieve a
meaningfull learning? And How to demonstrate that our educational model has quality in the context of IT
and psychosocial life?.

The strategies used by teachers are based on innovation, which allows to expand the improvements in
human resources for the job market. The university has made several studies concerning the enrollment and
the period after graduation of students. The university has also made studies concerning the development of
the professional graduated from the Computer Engineering program. We are also working on
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self-assessments in the following aspects: i) graduation profile, ii) operational mechanism and,
iii) self"-regulation of the program.

In the next part of this document the foundation of the educational model of UCT based on competences
is showed. In the second section the model of convergence of IT and psychosocial environment. The next
part we describe the self-evaluation process and the validation of the program, finally, we show the results
and the discussion and the bibliography.

2. FUNDAMENTALS

2.1 Educational Model of UCT

Competence is defined by UCT as: “Knowing how to act, using our own and external resources to solve real
problems effectively and ethically” (Sanchez, 2008); (UCT, 2008). There are two kind of competences,
generic competences, which are shared among all the programs of the university, and specific competences,
which are related to each professional area.

The educational model in our university (Sanchez, 2008) is based on five axes. Therefore, the
Engineering Computer program is set in the same way (Herrera et. al., 2009); (Lévano & Herrera, 2012):

1) Model of education based on competences: we are committed to managing the quality of learning,
so we have implemented four specific competences that are fundamental for the education and
development of the students and ten generic competences stipulated by the university (Herrera et,
al., 2009), (UCT, 2008).

2) Significant learning focused on students in cooperation with the ACM models (Lévano & Albornoz,
2016); (CE2008, 2008).

3) Ongoing education: we hope that our students keep studding after they graduate, in post graduate
levels that develop and increase the complexity of the development of human resources among the
students.

4) Information technologies in the process of learning and teaching: based on what is stipulated in the
curriculum, we have intensively incorporated (Sanchez, 2008), (Mellado, Lévano & Herrera, 2015).

5) Humanistic and Christian education: our globalized society demands ethical professionals with
robust knowledge about their specific area of study, ability to face problems from different
perspectives, and a high capacity for handle a variety of competences or skills. This is done
throughout the five years us study in ten generic competences.

These abilities are developed throughout the five years of study by the validation of the generic
competences (Herrera et. al., 2009).

2.2 Convergence Model of IT

IT and all its possible applications are interacting with the environment, the functions and processes that can
be modeled by the converging circles (Bradley, 2005; Bradley, 2006). The process of social and psychosocial
change, as well as IT, and all the concepts and the relationship among them (Bradley, 2005) are critical
characteristics of this model. Some examples are: virtual reality —it is the summarization concepts pictured
by four circles marked with dotted lines where virtual worlds are globally illustrated— embedded systems
(omnipresent or ubiquitous), online and virtual communities, virtual avatars. Also, virtual technologies play
an important role for the society (Bradley, 2006). The effects on humans are represented by the circle in the
middle part, the individual part is affected by the IT, life environment is affected by the three
sub-environments, and the role of life is affected by the three sub-roles. Globalization is affected by its three
components values, technology and labor market. However, the individual can also influence the technology,
the environment, and his/her own roles and phenomena on the organizational and societal level and the new
virtual reality (Bradley, 2006), (See figure 1).
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Figure 1. Convergence model on ICT and psychosocial life environment (Bradley, 2005; Bradley, 2006)

3. FRAMEWORK FOR SELF-ASSESSMENT AND VALIDATION

The foregoing process for validation began on march, 2014. We gather the information to make the
self-assessment (Lévano et. al., 2014) concerning the graduation profile, and operation and regulation
mechanisms. This work was completed in six months and then, the Directorate General of Institutional
Management (in Spanish Direccion General de Gestién Institucional or DGGI) took three more months to
make a review in figure 2. The stages of the process of self-assessment are showed. They include: induction,
results of the application of surveys, self-assessment of the graduation profile, self-assessment of the
application of the operation and regulation mechanisms, and development of improvement plan.

Y Y
Results survey . .
. - : . . dimension 2 Improvement
Induction application, review dimension |
L and 3 plan
of indicators

Validation Self- Economic Assessment
Assessment Team and Improvement Plan

Figure 2. The stages of the process of self-assessment
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Aspects influencing validation

e Creating a graduation profile based on the competences and the aspects stipulated by UCT.

e Amount of students graduated from the university currently working and employability rate of 90%
after three months of graduation.

e Having a Learning Resource Center and an Innovation Center Teaching as key mechanisms in the

management and support of the issue of competences.

Having a portfolio of employees in the Araucania and Santiago regions.

Having good infrastructure for students.

Having good organization of internal management.

Having agreements with places in which students can do their professional practices.

Recognize weaknesses with responsibility and commitment for an improvement plan.

The way in which we teach some subjects like mathematics, physics, economy, etc.

Evidence demonstrated at conferences on the progress of own educational model with rate results.

The strong commitment of ex-students and employers testified the good work that is done by the

university in our society.

e The university is attached to national and international academic institutions in order to be engaged
to the work related to research in various areas of computer engineering

Academic principles for the development of the plan

We seek a systemic equilibrium based in long term work and the experience of teachers in recognizing and
see reality, in order to project a sustainable development of professionals. We seek our professional to have a
social impact in our region, concerning issues that are important in our time. Computer Engineering Science
program follows the principles of the university, to have coordination, monitoring and harmonization in the
curriculum.

Implications

e Improve internal processes in teaching and learning and recognizing that we work with results that
lead us to have an identity seal and prestige.

e One of the results the university wants to achieve is the validation of the programs. Validation
allows the university to give the students a good education in the diverse areas of their disciplinary
training.

e The university is making an effort to improve the process of education, according to the education in
Chile. We hope that students from our region can contribute to the development of the country.

e This work is done for the welfare and improvement in the quality of training of students and to
improve all issues concerning the university.

e We recognize our weaknesses after the process of self-assessment. This allows us to generate
changes that will allow us to improve our internal processes together with graduates, employers,
teachers, and students.

e When we recognize our weaknesses we can assure that we are giving the best education, all
according to the CNA-Chile (Law 20,129).

4. RESULTS AND DISCUSSION

The graduation profile has been evaluated by students, academics, graduated students, and possible
employers. We have applied an assessment process given by the CNA. This evaluation gives us feedback and
contributes to decision-making in relation to the monitoring and improvement of the graduation profile.
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We made question to 20 employers, 80 graduated students, 155 students, and 18 teachers. We asked to
teachers if they agreed or not with the graduation profile. 67% agreed and 33% strongly agreed. We also
asked if the feel that they have had participation in the creation of the graduation profile. 17% agreed and
83% strongly agreed. 100% of the academics said that they do have participation in the creation of the
graduation profile.

59% of the students agreed and 19% strongly agreed when they were asked if they knew the graduation
profile of their program. That means that the 78% of the students knew the graduation profile.

31% of employers said that the graduation profile of the program is appropriate for the requirements of
the job market. When the graduated students where asked if the requirements of the program (to get the
degree of Engineer) were appropriate, 29% strongly agreed, 50% agreed, 13% disagreed, and 8% strongly
disagreed.

4.1 Post-validation Challenges
Among the challenges that the validation brings are:

e Increase and develop strategies to boost research.

e Adjust and strengthen the force between employers and the environment.

e Permanent improvement in the formation process and the teaching and learning strategies to
contribute to the country's development.

e Maintain short period each between each measurement cycle (2, 4 and 5 years).

e Maintain a constant method for the improvement of learning guides in order to innovate forms and
learning styles.

e  Support other programs so they can have their accreditations.

4.2 Learning Community

The development of the learning community is based on the principle of generating and sharing knowledge in
order to generate interaction and collaboration networks between teachers and students. The work of
teachers, students, collaborators, etc., is developed based on achievements and development of the learning
results. We support learning with ICT and with the relationship between teachers and students.

4.2.1 Stage Domain

The executive committee of the faculty designs and plans the activities during the academic year. It is in
charge of seek topics that will be important for the validations of competences. Each group is organized
according to each subject. Each group has a coordinator.

Every group is led by the director of each faculty. Some of the tasks they develop are the review and
proposal of new designs for learning guides, apply new ways of teaching, examine the environment, generate
links between companies and university, workshops to show the vision of those companies, review the
developments of the competences of the students, generate new ways of evaluation, and collaborative work
among internal groups of the university.

Each group generates a network that allows the management of schemes, one is based on personal
learning environment (PLE) (Dabbagh & Reo, 2011) and the other is based in personal learning network
(PLN) (Werdmuller & Tosh, 2005). This is done by the teachers by using a platform called RSICE (Mellado
et al., 2015) (https://rs.inf.uct.cl/) or social net of educational integration and collaboration concerning the
subjects they are teaching. They can use ICT, as virtual classrooms, chat rooms, generation of surveys,
shared documents, and module assignment of activities. On the other hand, they can also use a platform for
community groups to develop the process of teaching and learning, is called Moodle (Ferreira & Cardoso,
2005), there they can have centralized management of the courses and subjects that they teach.
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4.2.2 Collaborative Domain Stage

The groups of the community interact with other programs in order to give and receive support for the
activities concerning the develop of the students. The idea is to maintain the axes present: humanist and
Cristian formation, the competences, ICT, and ongoing education. In that way the community interacts with
other communities related to basic sciences, in order to develop learning guides that will allow to validate
diverse areas of study.

5. CONCLUSIONS

As teachers recognize our work and tasks in the field to improve the professional training we give to
students, that leads us to be part of a whole arduous work of great responsibility in our society. We know that
despite the work we say we do, we make mistakes that lead us to thoroughly review and reflect on how to
give better education to students. Update our knowledge every day leads us to grow and be part of the future
of our students in the job market.

The learning community of computer science has allowed a balance to the process of generating contexts
to help exploit validation mechanisms in models of competency-based training programs built on learning
outcomes.

The process of developing methodologies to achieve objective assessments that lead to states of
achievable learning processes educational activities is a challenge that every day scholars, instructors,
assistants face in order to deliver quality education.
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ABSTRACT

Many higher education students are interested in MOOCs. At the same time, numerous questions are still without
answers: formal aspects of participation in MOOCs, the type of motivation on the part of students for participation in
MOOCs, quality of MOOCs, students’ opinions about type, structure, contents, communication in MOOCs and other
aspects. The authors of this article have tried conducting analyses of some aspects of MOOCs in Europe and in Australia
as well as presenting and analysing the research results of a survey conducted among students of several countries within
the framework of the European Union project IRNet (www.irnet.us.edu.pl).

KEYWORDS

MOOCs, higher education institution, International research network, survey, students

1. INTRODUCTION

The current education system is undergoing a global change because it is expected to fully develop
individuals, prepare future professionals for living in an open information space, to form their 21st century
skills, to ensure their continuous lifelong learning in informal form. There is a need for interaction between
different social, economic and technological developments in the field of education in a global context,
which specially develops technologies, tools and means of open education.

Many higher education students are interested in MOOQOCs. Research conducted by staff at Duke
University shows that students choose MOOC for several reasons (Belanger, Thornton, 2013 in:
Smyrnova-Trybulska, Morze, Varchenko-Tritsenko 2015):

To support lifelong learning or gain an understanding of the subject matter, with no particular
expectations for completion or achievement;

For fun, entertainment, social experience and intellectual stimulation;

Convenience, often in conjunction with barriers to traditional education options;

To experience or explore online education.

Theoretical and methodological aspects of (MOOCs) and analysis of selected examples have been
described in the authors’ study (Szulc 2014). Selected social and educational aspects of MOOCs were
analyzed in (Smyrnova-Trybulska, Morze, Varchenko-Tritsenko 2015). The authors explored a trend in
modern education referred to as the Massive Open Online Course (MOOC), analyzed the main types of
MOOCs as well as current projects involving MOOC, and examined the ways in which they are used to
ensure openness in education.

Analyzing MOOC:s as disruptive technologies: strategies for enhancing the learner experience and quality
of MOOCs have been described by Conole (2013). A taxonomy of 8 types of MOOC was developed by
Donald Clark (2013), who described and characterised all types of MOOCSs. In an independent study (Gurba
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2015) the history of MOOCs as well as contemporary and future MOOCs were analysed and described.
MOOCs and pedagogy, didactics of massive open online courses, mass open on- line training courses as a
trend in education progress were examined by researchers from different countries (Kukharenko 2013),
(Larry 2012), (Lebedeva 2015). MOOCs and open education: implications for higher education were studied
by Yuan, Li, Powell, Stephen (2013). The MOOC model for digital practice was analyzed by (Mcauley, A.,
et al. (2010). Simultaneously, numerous questions are still without answers: formal aspects of participation
in MOQC:s, the type of motivation on the part of students for participation in MOOCs, quality of MOOCs,
students’ opinions about type, structure, contents, communication in MOOCs and other aspects.

The authors of this article have tried conducting analyses of some aspects of MOOCSs in Europe and in
Australia; they also presented and analysed the research results of a survey conducted among students of
several countries within the framework of the European Union project IRNet (www.irnet.us.edu.pl).

2. BACKGROUND

In 2008, a new teaching facility was presented in the education sector especially in the e-learning landscape
called MOOC or a massive open online course. MOOCs provide low cost and effective teaching and learning
for ordinary people globally and locally. MOOC use technology and distance education applications to
provide knowledge and skills to students and learners by sharing and transforming cutting edge, advanced
information and data. This type of teaching is pushing educational learning and teaching to new pursuits and
chases. According to Kesim and Altmpulluk (2015, p. 15) MOOC courses “taught by elite academics in elite
universities draw a lot of interest, and provide a complete distance learning environment through
assignments, presentations, videos and other course materials”.

A MOOC facility allows students and learners, especially in the field of distance education, to employ
vast tools to develop, build, and manage their own learning by using the Internet facility and web
technologies. MOOC courses are massive, open access, free, accessible to students globally and locally, to
enroll and complete their units fully online and in a synchronous mode. This type of teaching is different
from traditional teaching as it has various features and components, such as: dynamic, accessibility while the
course is open, assessments, accreditation and collaborative nature (Fini, 2009; Martinez, 2014).

MOOC unit materials should be available in various formats, such as text, video and audio, to students,
gradually, to understand, recognize, and capture the unit aims in line to complete the assessments and tests
and achieve the accreditation at the end. MOOC assessments should be presented in various methods from
self-test quizzes and exams, and should be self-scoring to provide immediate feedback to the students and to
minimize the lecturer’s workload. Usually, MOOC units should be presented and developed with outstanding
content, well delivered presentations, and clear guidelines and instructions inline to make students and
learners journey with MOOQC efficient, effective and well-organized (Simonson, 2012).

MOOQCs are divided into two types, namely: cMOOCs, XMOOCs; these two types were coined by
Stephen Downers in 2008. cMOOCs are based on learning theory of Connectivism, as students and learners
are using digital platforms such as wikis, blogs, discussion forum to connect and collaborate with learning
communities and other learners to create and develop concept knowledge. On the other hand, xXMOOCs are
based on a traditional classroom structure. This type of MOOC involves pre-recorded video lecture with
quizzes, tests, and assessments. XMOQOCs are created around an academic rather than a community of
students and learners. XMOOCs courses can be found on Coursera, EdX, Udacity, Open2Study, and
NovoEd.

Integrating and adopting MOOCs in higher education can bring various challenges and opportunities to
students and learners, such as developing and enhancing professional skills in Reading; Writing; Research;
Information; Critical Thinking; Decision Making; Technology; Digital oral presentation; Drawing (i.e.
concept maps); Teamwork; and Languages; personal skills such as Motivation; Leadership; Negotiation,
Communication, Problem solving, Time Management, Reflection, Self-Management, and Self Appraisal
(Isaias & Issa, 2014; Issa, 2014). These skills are essential for research and workforce in the future.
However, challenges can impact both lecturers and students in terms of ICT skills, time consuming character
and accessibility (Hew & Cheung, 2014; Martin, 2012).
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2.1 Massive Open Online Courses in Australia

In Australia the MOOC idea has become essential for universities and education sector to be able to present
cutting edge information about the latest and most recent topics. MOOC started to attract a great number of
students and learners from Australia and globally to undertake this type of teaching instead of traditional
teaching as this type is practical, flexible, free and dynamic (Guthrie, Burritt, & Evans, 2013). This platform
aims to deliver and supply students and learners with new knowledge by using the latest technologies from
social network tools i.e. blogs and wikis, as these technologies aim to develop personal and professional
skills and develop more collaboration and communication among students compared with traditional
teaching (Issa, 2014). Finally, MOOC teaching becomes available for postgraduate and undergraduate
students to advance their learning knowledge and to increase their collaboration and communication with
students and learners nationally and internationally. The question we need to ask ourselves is whether
MOOC teaching will fully replace traditional and face to face teaching.

2.2 Massive Open Online Courses in Europe

In the Bologna Process, 'virtual learning' has mostly been understood as enabling 'internationalisation at
home' (European Commission/EACEA/Eurydice, 2015), allowing non-mobile students to have an
international experience through virtual mobility. However, in recent years there has been growing interest
in so-called 'massive open online courses' (MOOCs), which has forced European countries and higher
education institutions to consider this 'new' internationalisation instrument to enhance their international
visibility and competitiveness (European Commission/EACEA/Eurydice, 2015).

2.3 MOOC:s are Courses intended to Reach Learners anywhere in the World
via the Internet

However, it is difficult to say precisely where the boundary lies between MOOCs and more ‘traditional’
online courses aimed often at a more specific and local public. As developments in this field are changing
rapidly, such boundaries may become irrelevant in the near future. (European Commission 2015)

According to a recent study on e-learning in European higher education institutions, enhancing
international visibility is by far the most common maotivation for setting up MOQOCSs, followed by developing
innovative learning and teaching methods (Gaebel et al. 2014, p. 55).

Generally, in most countries, the share of higher education institutions offering MOOC:s is very low and is
rarely above 10 %. A notable exception is Spain where 30 % of institutions are offering MOOC:s. In addition,
in Ireland and the United Kingdom (Scotland), they are relatively common. MOOCs are most humerous in
Spain (over 200 courses) and the United Kingdom (over 150 courses).

(1) This was highlighted in the 2013 European Commission's Communication '‘Opening up Education:
Innovative teaching and learning for all through new Technologies and Open Educational Resources'
(Opening up Education).

2.4 Massive Open Online Courses (MOOCSs) in Europe
Overall, the use of internationalisation instruments such as joint programmes/degrees, campuses abroad and
MOOC:s varies across the EHEA.

This is clearly a fast-evolving arena and efforts are needed both at national and institutional level to

optimise the full potential of  these internationalisation instruments (European
Commission/EACEA/Eurydice, 2015).

2.5 Massive Open Online Courses (MOOCs) — still a Hot Topic in Europe

MOOC:s are still of high and seemingly growing interest at European universities. At the time of the survey,
only 31 of the responding institutions (12% of the sample), either offered MOOCs or were just about to
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launch them. But almost half of the 218 institutions that did not offer MOOCSs indicated their intention to
introduce them.

This is further confirmed by the fact that one third of all the institutions had a formal position on MOOCs
— a positive one for the majority — and a further 42% intended to develop one. There is no convincing
correlation between taking up MOOCs, and a particularly strong engagement in other forms of e-learning.
However, technical universities were more likely, in the small sample of institutions, to already have
MOOCs.

2.6 What are MOOCs?

“The future is already here, it’s just not very evenly distributed” said William Gibson (Gibson in: Clark
2013); that is certainly true of MOOCs. We have MOOC mania but ‘all MOOCs are not created equal’ and
there’s lots of species of MOOC. This is good and we must learn from these experiments to move forward
and not get bogged down in old traditionalist v modernist arguments. MOOCs will inform and shape what we
do within and without institutions. What is important is to focus on the real needs of real learners (Clark
2013).

2.7 Taxonomy based on Pedagogy

It is important to define taxonomy of MOQOCs not from the institutional but the pedagogic perspective, by
their learning functionality, not by their origins. Figure 1 shows the eight Taxonomy based on pedagogy
(Clark 2013).

Figure 1. Taxonomy based on pedagogy
Source: (Clark 2013)

2.8 Overview of MOOC Experience in Russia

In Russia, MOOCs are now actively used in learning foreign languages. However, in general, the activity of
Russian universities in the development of quality content for MOOCs is relatively low. A number of
universities began to develop their own public resources, but they rather may be called experimental, i.e. they
are created in order to work out effective technologies of interaction with a large audience of students
(Lebedeva, 2015).

In April 2015, eight of the leading Russian universities formed a non-profit organization - the association
“The National Platform of Open Education” for the joint development of on-line learning. The Association’s
task is to create a resource that will host the Russian-language courses that give basic knowledge on the
subject matters of basic educational programs (undergraduate and graduate). [Leading universities of Russia
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non-profit organizations have created for sharing development of online education [Electronic resource] //
Mode of access: <URL: munoOpHayku.pd/HOBOCTH/5369].

The Ministry of Education and Science is considering several ways of using MOOCs to enhance the
variability of educational programs tailored to the individual needs of students:

e Asan additional content for self-study, with no requirements for monitoring results.

e As a mixed model of learning, but it only applies to courses that are available on the project “The
National Platform of Open Education”. In this case, a MOOC is part of the curriculum, which is
obligatory for the theoretical and practical study, as well as taking into account the results obtained.

e As a prerequisite for developing a university special regulatory framework for formal credit of
results obtained in a MOOC study, selected by students themselves.

All of this suggests that the practice of developing and using MOOCs in Russia has a positive dynamics.
Teachers need to develop not only the specifics of MOOCSs inclusion in the educational process, but also
courses as such because they are one of the factors determining the competitiveness of the university. These
courses have a high potential or in-service training and retraining of teachers. For example, after the
development of a MOOC a learner takes an official final examination and obtains a certificate of professional
development. This model currently is seen as temporary, because not all educational institutions have already
adopted regulations allowing certifying the results of undertaking a MOOC.

It can be also noted that the development of mass online education in Russia is hampered by a number of
factors. These factors are the following: language barriers, lack of MOOC inclusion experience in higher
education programs, lack of students’ readiness to work with a high degree of self-organization, lack of
employers’ experience in consideration of MOOCs results when hiring employees or offering financial
incentives. Nevertheless, in the pedagogical research and practices, the technology of effective MOOC
development and use is an up-to-date issue. A number of technologies and ICT tools used in MOOQOCs are
being tested in e-learning practices in Russian universities.

On the Coursera platform, several Russian universities offer a number of MOOCs. These universities are
the following: Natural Research Nuclear University, Saint-Petersburg State University, High School of
Economics, Peter the Great St. Petersburg Polytechnic University. Analysis of the offered courses content
shows that most of the courses originate from the natural science field. For example, such courses as Physics,
Bioinformatics, 3D Printing, Programming, etc. are offered. At the same time, there are also such courses as
“Social Media Platforms: history, the audience, the possibility of using”, “Psycho diagnostics”, “Russian
language for foreigners”. The majority of the courses are offered in Russian, and there are just a few courses
available in English.

2.9 Methodology and Some Research Results

A survey has been conducted in several IRNet project partners’ universities: University of Silesia (US),
Poland, Borys Grinchenko Kiev University (BGKU), Kiev, Herzen State Pedagogical University of Russia
(HSPU), Saint Petersburg, Russia, Curtin University (CU), and Perth, Australia). Below are presented survey
results, with participation of 99 respondents (US, PL), 69 respondents (BGKU, UA), 54 respondents (HSPU,
RU). The questionnaire was prepared in Google Drive (Google Form), was anonymous and students of
different specializations were invited to complete it. The University of Silesia conducted the survey at the
Faculty of Ethnology and Sciences of Education among students of the humanistic specialization: Integrated
Primary Education and Kindergarten Education, Kindergarten Education with Child’s Development Early
Support, Social-Cultural Animation with Cultural tourism, Integrated Primary Education and Pedagogical
Therapy; in total 99 students took part in the survey. The results of the students’ responses of to the some question
presented on the Table 1 — 6.

Table 1. Results of the students’ responses of to the question: Are you familiar with the term MOOC (Massive Open
Online Course) (Single answer question)

uUsS BGKU HSPU
Yes 37,7% 44,9% 81,3%
No 62,6% 55,1% 18,8%

Source: Own research
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Table 2. Results of the students’ responses to the question: Have you attended a MOOC course? (Single answer

question)
UsS BGKU HSPU
Yes 24,2% 23,2% 37,5
No 75,8% 76,8% 62,5%

Source: Own research

Table 3. Results of students’ answers to the question: Which MOOC platforms are you familiar with? (Multiple choice

question)

us BGKU HSPU
EdX 12,1% 11,6% 25%
Coursera 7,1% 24,6% 59,4%
UDACITY 5,1% 7,2% 15,6%
Udemy 6,1% 15,9% 0%
P2Pu 11,1% 2,9% 0%
Khan Academy 4% 14,5% 15,6%
Prometheus 5,1% 17,4% 0%
I am no familiar with MOOC platforms 70,7% 11,6% 34,4%
Other 0 24,6% 15,6%

Source: Own research

Table 4. Results of students’ answers to the question: Choose a reason for attending a MOOC (Multiple choice question)

uUs BGKU HSPU
Interesting new topic 55,6% 47,8% 37,5%
Need for a certificate 15,2% 19,6% 3,1%
Basic course to support a major course 15,2% 15,2% 6,3%
Your own satisfaction 30,3% - 9,4%
other 17,4% 3,1%

Source: Own research

Table 5. Results of students’ answers to the question: What are your expected results of attending a MOOC? (Multiple

choice question)

UsS BGKU HSPU
Mastering a new theory 39,4% 40,5% 53,1%
Mastering new practical skills 47,5% 21,6% 46,9%
Mastering new skills, necessary for new 25,3% 18,9% 78,1%
competences at the workplace
Educational support 32,3% 18,9% 9,4%

Source: Own research

Table 6. Results of students’ answers to the question: Reasons to drop out of a MOOC (Multiple choice question):

us BGKU HSPU
Long duration of the course 35,4% 50,7% 56,3%
Unengaging thematic scope of particular 24,2% 62,7% 37,5%
parts
Long duration of particular parts 19,2% 22,4% 40,6%
Assessment 12,1% 14,9% 25%
Lack of assessment 18,2% 13,4% 3,1%
Time-consuming tasks 22,2% 49,3% 56,3%
Lack of a logical structure 12,1% 40,3% 34,4%
Lack of feedback 15,2% 38,8% 46,9%
Lack of prescriptive guidance of the tutor 12,1% 22,4% 12,5%
Other 3% 0 9,4%

Source: Own research
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One of the survey questions asked about Reasons to unsubscribe from MOOC. Among the most
important reasons to unsubscribe from the course, cited by the respondents who participated in the survey,
was too long duration of the course. In addition, as emphasized in the study (Gurba 2015), the authors of
mass courses recognize more and more the necessity to provide more practical direction and implementation
courses in order to keep their participants for longer and prevent them from leaving the course before
completion. Not only the design of the course-design approach problem is a solution, but also a good set of
partners from outside the academic world, and the industry, services and areas of practical applications. The
development of design types of mass courses is one of the important directions of modification on the the
MOOC floor. Some authors use a new name MOOP, in which the letter P stands for “project”, instead of
“course”. We are therefore faced with a creation massive open online projects, rather than the usual courses
MOOC2 (T. Toikkanen, MOOP: The Next Step beyond MOOCs, "Tarmo.fi Blog"
http://tarmo.fi/blog/20x5/04/moop-the-next-step-beyond-moocs) In: (Gurba 2015)).

3. CONCLUSIONS

When reviewing statistic data and maps concerning massive open online courses (MOOCs) in Europe and
countries in which public higher education institutions offer MOOCs, 2013/14, we note that it is not yet an
absolutely balanced and common phenomenon, but we can observe the dynamic growth in the number of
courses and their diversity. The factors and conditions for developing new MOOCSs in higher institutions
are:
— Motivation on the part of students who study and will work in conditions of digital space, global
world economy;
— Dynamic development of new competences, new professions, new skill which need to permanently
improve the qualification;
—  Self-study, lifelong learning, sometimes with no requirements for monitoring results.
— New IT-technology and creative tools for elaborating MOOCs
— resolution and regulation of the formal and legal aspects, which will provide the possibility for
participation and successful completion of MOQOCs not only as informal but also as a formal
educational achievement (ECTS credits) for students.

The authors of the article, researchers of the international consortium IRNet will continue the research.
Now the MOOCs “IT-tools for effective use in e-learning” are progressing. The editors, researchers will
further analyze the results of the students’ survey and will improve the methodology, content, form of
presentation of didactic materials, tools for communication of learners, etc. and will present results in their
subsequent publication. We accept the fact that the development trend is still current, popular, quite effective,
and it should take into account higher education institutions.
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ABSTRACT

Courseware designers aim to innovate information communications technology (ICT) tools to increase learning
experiences, spending many hours developing eLearning programmes. This effort gives rise to a dynamic technological
pedagogical environment. However, it is difficult to recognise whether these online programmes reflect an instructional
design (ID)-model or whether they can be substantiated through sound ID principles. This study presents a systematic
courseware design-validation procedure; giving preliminarily empirical results from learners’ cognitive performance
outcomes. A series of 2x3 factorial quasi-experiments were conducted to validate the performance instrumentation and to
substantiate the effectiveness of the proposed courseware-design model. A total of 167-participants, from four higher
education institutions took part in this research project. Participants’ cognitive preferences were identified using the
cognitive style analysis (CSA) test. Initial observations suggest that testing instruments were able to make reliable
probabilistic inferences of the cognitive performance outcomes.

KEYWORDS

eLearning, instructional design, Rasch measurement, courseware evaluation, learners’ cognitive preferences, cognitive
style analysis

1. INTRODUCTION

Since the inception of the instructional design (ID) discipline by Robert Gagné (1985), many research studies
since then have investigated how to improve the instructional environments and learning experiences that
promote the acquisition of specific knowledge and skills (Merrill et al. 1996). The literature reveals the
proliferation of such ID-models among various schools of thought. The most widely applied models include:
the generic ADDIE (1975); the Hoffman and Ritchie’s ICARE (1998); the Dick and Carey (1978); and
Heinich et al’s ASSURE (1996). However, further reviews pinpoint the limitations of existing ID-models as
being ineffective and mainly developed to guide the practice of specific tasks (Young 2008). It seems
possible that these conclusions can be contributed to the lack of empirical evidence and rigorous ratification
processes to measure the effectiveness of these ID-models under different instructional environments as
claimed by Branch and Kopch (2014). Thus, the main objective of this paper is to describe the ID-design
process used to develop an eTutorial courseware module and the calibration of the testing instruments used to
examine the expected changes in the knowledge acquisition following the learners’ courseware participation.
This is an initial paper in a series of papers which are planned to describe a doctoral research study. The
structure of the paper commences with an overview of ID-models, then it presents the prescriptive ID-model
adopted for this work. Next it briefly describes the design and development of the eTutorial courseware
module. The doctoral methodology sections include: the experimental procedures carried out, and the
development of the testing instrumentation. The preliminary findings are then presented relating to the
validation of the testing instrumentation; the paper closes with a conclusion/discussion.
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2. ID-MODELS

Currently, there are scant contributions in the literature from the instructional systems design (ISD)
community that is applicable for Web 2.0 instructional-media. For instance; there is: the Dick & Carey
1970's Model (revised by them in 2004); the 4C-ID model (van Merriénboer, Jelsma & Paas (1992), then
revised by van Merriénboer & Jochems (2004); and the ASSURE model devised by Heinich et al, (1996).
Instead the researchers use familiar ID-models that were designed for use before the advances that
multimedia now offers courseware design. We believe therefore, that this paper is focused on the collision
point concerning the use of long established ID-models to represent the pedagogical development of the ISD
for online courseware with the novel approach that such technological advances deserve. Culatta (2013) has
published a list of commonly accepted prescriptive ID-models that use commonly known 1D-specifications
or theoretical frameworks to advance the creation of instructional programmes. However, through closer
scrutiny of this list of 25 such pedagogical models, there are only 14 that focus on ISD that have been
updated for our modern computing environment. And so, one of the purposes of this study was to bring
forward the evidence for updating the ISD community with our prescriptive 1D-model, through our
courseware design-evaluation techniques.

2.1 Substantiation of the Prescriptive ID-model

The prescriptive ID-model used in this study involved key ID elements, including: analysis (of the
instructional content); design (of the ePedagogical content and assessment strategies); development (of the
online IS-artefacts); implementation of the instructional programme and evaluation of the effectiveness of the
instructional outcomes) (figure 1). This ID-model extends the Branson et al. (1975) ADDIE model through
the systematic examination of the participants’ performance outcomes. Our ID-model is based on key
activities involving: planning out the required change in the instructional environment; executing the
methodology; observing the results; analysing the subsequent data; refining the test-items; recording the
results; and reflecting on the subsequent outcomes. We propose that the systematic running of the successive
studies together with the continual data analysis of the performance outcomes provides the empirical
evidence to substantiate the effectiveness of this ID-model.

—-| Development Implementation and evaluation '7
_________________________________ |——————-
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Implement Validation Study l—

[y

[
Implement Exploratory Study .‘i v
Implement Confirmatory Study . Ly
| =%

1 -
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e

Learners” Cognitive Performance l,i,

Figure 1. Prescriptive ID- model adapted from ADDIE, Branson et al. (1975)

3. THE DESIGN OF THE E-TUTORIAL MODULE

The learning content and lesson-plan used to develop the ePedagogical materials were exactly the same in the
three educational environments (T1 face-to-face (traditional classroom facilitation), T2 blended (combination
of traditional classroom facilitator-led and computerised interaction), and T3 wholly computerised (online)
interaction). The instructional objectives of the eTutorial courseware module were designed to enable the
students (with the help of information communications technology (ICT) tools) to identify data-flow
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diagrams (DFD) levels, thereby constituting a complete DFD set. Several key information systems
(1S)-design activities were undertaken, such as: storyboarding and system testing, were conducted during the
design and development of the eTutorial courseware module. Key ID principles were adopted to promote
effective learning and to optimise knowledge acquisition. Some influential ID elements were used, such as:
» Home page: The eTutorial started with a 'welcoming page' aimed to introduce learners to the topic and
how the structure of the overall module (Clark & Mayer, 2008). To conceptualize the abstract notion
(Merrill & Tennyson, 1977) of DFD levels, the module was designed depicting a multi-levelled business
building with the context diagram as the Ground Level leading to other levels (see Figure 2).
« Instructions page: The instructions page (Figure 3) was designed to inform learners of how the
eTutorial module worked and the interactivity features they could use when starting the tutorial
(Knowlton & Simms, 2010). And so, the eTutorial was divided into four main parts: context diagram;
level-0 diagram; level-1 diagram; concluding with quiz activities (providing immediate feedback).
« Self-paced orientation: Prompting self-paced eTutorial browsing enabling self-timed instruction.
« Interactivity features: The eModule offered a range of interactive elements which were specifically
designed to align with different cognitive styles/instructional mode preferences (for verbal/pictorial
instructional media) and to promote enhanced learning opportunities. For example, navigation bars were
available in two locations on the computer-screen. The one at the bottom of the screen was designed for
Analytic users to allow smooth movement among the module parts since they tend to view content as a
connected parts focusing on one part or two at a time. Whereas the knowledge-navigator bar on the left-
side of the screen may attract the Wholists, who cognitively process their information in an overall
manner; thereby providing users with the option to skip, repeat, or choose certain parts of the lesson
(figure4).
» Presentation of materials: The instructional content was presented in textual blocks, associated
pictures, and diagram-mode in order to facilitate acquisition of knowledge for the Imagers who prefer
pictorial representation; while the Verbalisers learn faster from text-based materials (Riding & Rayner,
1998 McKay, 2002). Colors were used to highlight critical parts of the lesson. For instance, Wholist
participants are more likely unable to make clear distinctions among different ePedagocical-parts due to
their (inherent) holistic processing preference (Riding & Cheema, 1991). Similarly, Analytic preferenced
learners may overlook integral parts as they focus on one or two ePedagogical-parts as they ‘think’ about
the information they are receiving (Riding, 2001; McKay, 2000). Thus, colors were employed to draw in
both cognitive-preferenced groups’ attention. In addition, a click button sign was located next to
instructional content to provide extra knowledge for the learners who would like to gain more information
on a topic or a concept.
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Figure 4. Interactivity features
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4. METHODOLOGY

4.1 Participants

A total of 167 undergraduates, who were officially enrolled in the 'Information System Analysis and Design'
(ISA&D) course at four public HE institutions, volunteered for this study and took part in different stages of
the experiments. Two months prior to the main experiment, participants underwent the cognitive styles
analysis (CSA) (Riding & Cheema, 1991), a computerised assessment test used to identify their cognitive
preferences. The CSA results (figure 5) were recorded in an Excel spreadsheet, and used to randomly assign
participants into one of the three instructional delivery mode groups. Figure 6 is an illustration of
participants’ allocation process based on their CSA results. The blue triangle represented participants in the
conventional instructor led/ F-2-F group, the green diamonds depicted the computerised group, and the red
square represented the blended group (classroom instructor and parts of the computerised module).
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Figure 5. CSA results Figure 6. An illustration of participants’ allocation

4.2 Experimental Research Procedure

The experimental approach, adopted a series of 2x3 factorial quasi experiments that were conducted for
separate sequential studies that were planned for this research project. The staged quasi-experiment (figure 7)
was carefully designed to start with a formal registration process during the first step, followed by a short
verbal explanation of the research schedule, after which participants underwent a pre-test (the first
instrumentation assessment designed to assess their ‘entry’ knowledge prior to the instructional intervention).
Then participants were randomly allocated, by the researcher, into one of the three instructional delivery
modes (T1, T2 or T3 mentioned earlier) using their CSA results. Next was the instructional intervention in
which each group took the same instructional content in different modes, as T1, T2 or T3. The final step was
the post-test (the second instrumentation assessment aimed to measure the participants’ change of knowledge
after the intervention). All participants underwent the experiments under comparable conditions. For
instance, they received the same lecture instructional content without prior knowledge of the topic under
different delivery modes T1, T2 or T3) within the same timeframe, and were assessed with the same
assessment tools (pre- and post-tests).
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Figure 7. Experimental procedure

4.3 Research Instruments

4.3.1 Instructional Materials

A hierarchal task analysis based on the Gagné (1985) hierarchal task analysis approach, was conducted to
narrow down the pedagogical focus. Process Modeling with DFD techniques was the chosen
instructional-lesson in an ISA&D undergraduate course. The output from this activity was the identification
of entry-level skills and required skills to successfully achieve the instructional objectives. The experimental
lesson plan was then prepared based on the Gagné conditions of learning theory (1985) and the Reigeluth
(1983) elaboration theory. Next was the design of a 'skills development matrix' which guided the data
collection and analysis process, adapted from Mat-Jizat (2012); McKay (2000). The horizontal axis of this
matrix was designed based on the type of analysis knowledge (commencing with declarative then procedural
attributes) and the six intellectual learning categories identified by Gagné (1985). The vertical axis
represented the required ISA&D skills identified necessary for a participant to achieve the instructional
objectives that were plotted according to their difficulty level starting at the point of origin on the matrix,
with the easier skills to the more difficult ones.

4.3.2 The Pre-and-Post-Tests

The pre-and-post-tests formed the main assessment instrumentation. Thus, it was necessary to follow the
Izard’s (2005) systematic approach in constructing test-items. This step was critical in order to ensure that the
test-items would provide meaningful evidence by which to make reliable inferences. As for the scoring
technique, participants’ raw scores for each test-item were converted into numeric values to align with the
QUEST analysis software. Dichotomous and partial credits were the main scoring categories. Answers from
dichotomous test-items were recorded as a '0' or a '1,' whereas partial credit items were recorded with a '0," '1,'
or a "2." Participants’ scores were documented in a data table and saved as a data file.

5. PRELIMINARILY FINDINGS

Results for this paper include the preliminarily analysis of a series of a particular data set, as declaring the
full data for this research project is beyond the scope of this paper. Therefore, these data must be interpreted
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with caution. The QUEST interactive test analysis system (Adams & Khoo, 1996), was built based on a
Rasch model (Rasch,1993) and the Item Response Theory (IRT), was used to analyse the data. It generated
results such as: fit statistics; and test-item and case (participant) estimates, in the form of maps and
statistical-tables. Some of the empirical data below is at its first iteration, which with subsequent analysis
runs will provide a deeper analysis for this study’s variables.

5.1 Validity of Assessment Instrumentations

It was necessary to first calibrate testing instrumentation as implications/conclusions depend on the
assessment instruments’ assured validity and reliability. During our prescriptive ID-model’s design phase,
there were four separate studies that were conducted to align with its aim as the formal calibration of the
testing instrumentation. Results from these first two studies were used to monitor the behaviour of test-items,
and to delete or substitute unsuitable test-items for subsequent studies. Thus, many adjustments were made
prior to data collection for the main study. The QUEST item fit map (table 1) provides a visual representation
of the magnitude of the fit statistic of test-items that were conforming to the Rasch requirements. Table 2
represents the item fit maps of pre-and-post-tests from one study conducted for this research project. Each
test-item is represented by a star and should lie within the dotted lines (thresholds), which define the
acceptable range of good behaving test-items. Unreliable test items lie outside the dotted lines. For example,
test-items 12 and 22 on table 1.a, cannot be considered conforming to the Rasch model because it is not
behaving in a consistent manner to other test-items. Table 1.b shows all test-items lie between the dotted line,
fitting the Rasch model, and therefore deemed reliable.

Table 1.a. Item Fit map (Pre-Test) Table 1.b. Item Fit map (Post-Test)

NFI
56 83 mn .53 1.00 1.0 140 fw

M1
25 1

5.2 Participants and Test-items’ Performance Indices

The QUEST variable map provides measurement indices of participants’ performance relative to other
participants, and relative to test-items. It enables the performance evaluation of participants and test-items
simultaneously on a uni-dimensional logit scale. The variable maps of post-tests from the four studies
conducted for this research project are shown in figure 8. The left-side of each map shows the distribution of
participants’ abilities based on their performance (each X represents a participant). And so, the performance
of participants on the upper left of the maps is better than participants at the lower left of the map. Test-items
are plotted on the right-side of the map, based on their difficulty level in an easiest-bottom to hardest-top
sequence. Thus, test-items positioned on the lower right deemed too easy to challenge participants’ abilities
whereas items on the upper right were beyond participants’ abilities-level.

Looking at these maps, and as mentioned previously that Study 1 and 2 aimed to test the reliability of
test-items on a small population (15, and 52 participants respectively) prior to conducting further studies.
These initial observations required improvements which included the addition of test-items targeting the
measurement of higher skills on the skills matrix (table #). We tested to the reliability of the ‘new/added’
test-items by give the test for a larger population as to improve the precision of test-item measures. And so,
the subsequent studies had larger well-targeted population (91 participants), which provided better
information. Variable maps for Study 3 and 4, shows better test-items/people’s performance distribution.
Calibration carried out on the sample for previous studies, validated the construct scaling as to facilitate the
acquisition of skills of ‘Data Modeling with DFDs,” from the easiest into the hardest sequence. Data for study
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4 was a combination of dichotomous and partial credit scored test-items, and participants were mostly
clustered between 0 and 3 logits (very few were located outside that). Any participant with ability below 0
logit and beyond 3 logit was excluded from analysis, because there were not enough test-items to match their
estimated achievement level. Test-items that did not test any participant’s ability were also discarded, as
there were not enough participants to measure its reliability. Although, data from these sequential studies, at
its first iteration, test instruments provided sufficient adherence to the Rasch measurement requirements.
Therefore, it can be considered reliable to conduct a deeper analysis to measure the cognitive performance.
Further analysis for this research project is planned to model data from other QUEST estimate outputs in
order to investigate and compare the performance of different groups involved based on their cognitive
preference (Wholist-Analytic and Verbaliser-Imagery), or delivery mode (F-2-F, blended, and computerised).

Study 1 Study 2 Study 3 Study 4

Figure 8. Variable maps of post-tests from four sequential studies

6. CONCLUSION

Instructional systems (courseware) designers are using traditional ID-models for their development of the
online instructional programmes. Consequently with the advent of the more powerful Web 2.0 multimedia
tools, knowing which the best ID-framework to use can be a vexing issue, especially when considering
instructional systems design. There are ID-models that people use, however it has been suggested in this
paper that few of these are suited for adoption in 2016 and onwards. Consequently, the need for development
of new prescriptive 1SD-models is apparent. To this end the prescriptive ID-model used in the research
described in this paper reflects the call from the literature for such 1S-design innovation.

We set out to explore the effectiveness of adopting the ADDIE model, thereby bringing it forward as an
ID-model exemplar for ISD practices, in the first instance and as necessary evidence supported by a
comprehensive data analysis of the participants' performance outcomes. To this end we operationalised the
research variables (instructional treatments represented by face-to-face as the traditional classroom
facilitation, a blend of the traditional facilitator-led and computerised instructional activities; and the wholly
computerized online approach, in an empirically design set of experiments. The primary aim of our research
was to investigate the interactivity of the instructional treatments and the participants' cognitive information
processing characteristics, using the cognitive style analysis (CSA) test that we used to allocate participants
randomly to their instructional treatment groups. We have reported on the initial data analysis in this paper as
a forerunner to the outcomes from the main experiment. Already we are able to show there were changes in
knowledge outcomes on data flow diagramming techniques.
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ABSTRACT

In online learning environments, tutors have several problems to carry out their activities, such as evaluating the student,
knowing the right way to guide each student, promoting discussions, and knowing the right time to interact or let students
build knowledge alone. We consider scenarios in which teaching and learning occurs in online social networks platforms
and in order to support tutors’ knowledge on the students’ interactions, we propose an approach based on social presence
and social network analysis. The solution consists on mapping profiles through the observation of interactions occurring
in an online social network, then using automatic textual analyses of social presence based on the criteria of affection,
interaction, cohesion and strength, as well as metrics for social network analysis to see the interactions and connections
of members in the social network. We applied the approach in a case study and the students agreed their profile
represented them correctly and the proposed solution had good acceptance.
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Social Presence, Social Networks, Social Network Analysis, Learning Technologies, Technology Enhanced Learning

1. INTRODUCTION

The amount of users and the Internet usage rate has been increasing at an accelerated rate. Technologies are
useful in different environments, whether in classrooms or outdoors, creating new spaces for communication
and interaction on social networks. The social media is leading to the next generation of social learning
innovation [Lytras et al., 2014].

Language is a social practice that organizes and structures the human relations [Vygotski, 2012]. Support
and contact among students and teachers can be problematic in the distance learning, as the contacts happen
mediated by machines. It is necessary to establish a network of relationships built between the participants
and between them and the learning contents, in a scenario where the feelings and emotions should also be
perceived [Bastos et al., 2013]. Therefore, an important activity for teachers and tutors is to observe and to
support the participation of students in discursive interactions in order to maintain the sharing spirit of mutual
trust and support among participants of a course [Marques et al., 2013] [Krejci and Siqueira, 2013].

The activity of observing and supporting students interactions is related to the notion of social presence
(SP), which is an aspect considered relevant for establishing interpersonal relationships, particularly in
text-based interaction resources [Garrison and Archer, 2000] [Mackey and Freyberg, 2010]. The SP is the
degree to which a person is able to get herself attached to the course or study group, communicate effectively
in an environment of trust and develop personal and affective relationships, designing her individual
personality in computer mediated communication [Garrison, 2011].

In online discussions there are lots of messages shared between students and tutors, which express doubts,
opinions and feelings. However, it is difficult to track the volume of online messages and understand the
behaviour of students, making the role of tutors harder in supporting the development of students' knowledge.
When analysing the interactions between the participants, one may also understand the underlying social
network of the participants, which could also provide important information about the discussions. Therefore,
we propose the extraction of social presence and an analysis of the interactions performed on an online social
network platform. A prototype was developed to support a case study with students and tutors who used an
online social network platform for performing communication activities in a course.
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The remainder of this paper is organized as follows: the 2" section presents a brief overview of the e
Community of Inquiry (Col) and the Social Presence (SP) concepts. Section 3 describes the face-Presence
architecture proposed in this work, the 4™ section shows how the case study was conducted, the 5" discusses
the analysis of the results. Finally, the 6™ and last section presents some final remarks.

2. COMMUNITY OF INQUIRY - COI, AND SOCIAL PRESENCE - SP

The Community of Inquiry (Col) model was created in order to guide the use of asynchronous
communication in written form, mediated by computer to support the development of critical thinking in
higher education [Rourke et al., 2001] and prioritized into a space for discussion of academic subjects. The
online collaborative constructivist experience is represented as an intersection of a function of three elements
that interact dynamically: social presence, cognitive presence and teaching presence [Akyol et al., 2009].

The first element in the model is the development of cognitive presence, which is defined as "the extent
that participants in any particular configuration of a research community are able to construct meaning
through sustained communication” [Garrison and Archer, 2000]. The second element is the teaching
presence, which includes designing and managing learning sequences, providing subject matter expertise,
and facilitating active learning. The third element is the social presence (SP), defined as the ability of
students to make themselves socially and emotionally noticeable in a community of inquiry. The social
presence supports the cognitive goals through its ability to instigate and support critical thinking in a
community of learners [Rourke et al., 2001]. It also supports the affective objectives, making attractive the
interactions, engaging group, and therefore intrinsically rewarding, leading to increased academic, social and
institutional integration and resulting in increased persistence and graduation [Tinto, 1987].

These three elements have a key role in the construction of meaningful learning by learners [Swan, 2010].
It is extremely important that students feel part of the group and there is empathy with the teacher and
classmates for learning effectiveness. The cognitive presence, social presence and teaching presence must
work together to reach the educational experience.

SP is the degree to which the other person is perceived as a "real person” in mediated communication
technology [Lowenthal, 2000]. This concept is considered one of the most popular to describe and
understand how people interact in virtual learning environments [Gunawardena and Zittle, 1997]. The level
of awareness of each other in the virtual learning environment can be influenced both by personal
characteristics of each (interest, dedication, initiative, etc.), as well as the resources offered by the
environment to convey social and emotional information about the other [Tu, 2000].

[Bastos et al., 2013] set SP indicators (called clues, which were used to detect concepts belonging to SP.
Then, the messages written on forums and chats bring important indications for the SP study in virtual
learning environments, providing a measure for understanding the involvement of individuals.

The SP supports the emotional and cognitive learning objectives and contains three broad categories of
communication responses: (i) affective, (ii) interactive and (iii) cohesive [Rourke et al., 2001]. These three
categories are updated in the discourse of participants through observable indicators.

3. FACE-PRESENCE

The proposed approach maps students’ profiles from teaching-learning activities in online social networking
systems, by analysing their interactions. It also includes other properties related to the interactions that are
common in social networks systems, as the amount of likes, shares, tags in the messages and comments.
These properties provide more information about the behaviour of individuals in the group, and indicate their
social presence as well as the network characteristics.

The first stage of mapping the profiles is the extraction of posts and comments. The second stage of our
proposal is social network analysis (SNA), trying to verify the network characteristics according to its
structure, making possible to observe the most influential members, the ones who interact more, those with
more connections, among other features that may facilitate the planning of the tutors’ actions.

For processing each message posted by users, along with the social networks properties, we built an
architecture (Figure 1). We tried to reuse existing systems and adapt them, rather than building other ones.
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Figure 1. Proposed Architecture

The solution is organized in three main modules: extraction of social presence (in which the group's posts
are extracted of the social network and the Social Presence’s indicators, subclasses and classes are
identified), social network analysis (involving the extraction of interactions and group connections and the
analysis of the interactions and connections with a social network analysis tool) and the creation of profiles.

For extraction of the posts from the social network we used the Facebook API that captures, through FQL
queries (Facebook Query Language), the data entered by the group members. For the identification of Social
Presence indicators we developed the Presente-Face, which consists of an adaptation of the Presente system
[Bastos et al., 2013] to analyse the textual data and Facebook properties as like and share. For the other
properties it was possible to use the tools that the system already had.

This tool analyses the file of postings based on the categories defined by the teacher or tutor. It takes as
input a file with the names of the group members whose analyses are to be done. Then the Analyser returns
three types of files: a set of files with the Social Presence detailed for each student; a file with the Social
Presence related to the course; and a file with all students and their Social Presence values.

For extracting data from the social network group, in this case the Facebook, we used NodeXL, which is
a pre-edited Microsoft Excel template specialized in creating graphs from social network data. The software
makes the extraction of all public data made available by the group members as well as the interactions that
occurred in the group. For more detailed analysis of graphs we used Gephi, a tool that allows the user to
interact with the representation, manipulate the structures, shapes and colours to reveal hidden properties of
each chosen graphic, helping to discover patterns, isolate singularities or failures during data supply.

4. CASE STUDY

During the period between February 19th, 2014 and May 19th, 2014, we performed a case study with 10
students and three tutors of the Computers and Education course, of the Bachelor of Information Systems
program, at the Federal University of the State of Rio de Janeiro (UNIRIO). Throughout this period of time,
students exchanged information through the group created on Facebook for supporting the course activities.
The exchange of messages occurred in a natural and spontaneous way, which is an important factor so that it
does not influence students to participate.

At the end of the course, the conversations were extracted from Facebook to generate a profile for each
student, including the diagnosis of the Social Presence in the group, divided into 4 categories: Affection,
Interactivity, Cohesion and Strength. All actions performed by students and tutors within the Facebook group
were monitored and extracted. The group interactions were recorded through NodeXL software. As data
collection process for qualitative analysis, individual interviews were scheduled with students after analyses
of the profiles generated by research. The online interview method was the Underlying Discourse
Explanation Method - MEDS [Barbosa et al., 2002]. Interviews were conducted through the Facebook chat
with the students and tutors. The tutors were interviewed to analyse the profiles and verify if the obtained
information assist them in tutoring activities.
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In addition to the qualitative analysis of the interview data, the comments posted by the students during
the activities of the subject were quantitatively analysed by checking the Social Presence clues. Together, all
participants generated 205 messages, many of them with likes, reviews and tagging of group members. All
participants in the case study have good knowledge of using technology in day-to-day and frequently use the
Internet through smartphones, tablets, notebooks, etc. Most of the participants already use Facebook to
communicate in day-to-day with friends and family. Students and tutors participants of this research are
between 18-38 years old, and there were 6 men and 7 women.

The social presence degree (GRPs) is obtained by dividing the number of SP occurrences by the number
of posts. Table 1 expresses the results of calculating the degree of Social Presence.

tosent 7

Table 1. Social Presence Degree 5 Tutor 3
Name Social Presence  Posts GRPs
Student1 189 47 4.02 Tutor
Student3 122 23 5.30
Student2 89 18 4.94 Sme Sppeseat 2
Student5 53 12 4.42 </ I\ /
Student4 39 16 2.45 . y
Student8 35 12 2.92 stasent 4 WS\ N
Student7 25 7 3.57 AN 7
Student9 10 4 2.50 P, 2y
Student6 9 4 2.25 24 Swtosest 8
Student10 2 1 2.00 |/

Stoceat 5‘
Stocent 6

Figure 2. Group interactions graph

Thus, although the amount of messages may be important in the discussion, there is not direct correlation
with the SP or GRP. Some Students post messages more focused on content and therefore containing less SP
features. On the other hand, there are few students who post messages with interaction and emotion features
and therefore more SP (or GRP). Although the Student 1 has a greater number of posted messages and has a
larger value SP, the social Presence degree is not the highest, messages did not have many SP characteristics.
Moreover, Student 5 posted about 26% of the number of messages that Student 1, about 30% of the total SP
value of Student 1, but with a SP degree greater than Student 1. Thus, we noticed that the Student 1 had a
higher volume of interaction, but did not promote more involvement of the group than the Student 5.

In addition, only 4 Students had moderate degree of Social Presence, which clearly reflects their
participation in online interactions. This is partially justified because it was a face-to-face course and online
interactions aimed to complement activities, besides the fact that the students have jobs and often have little
study effort out of class hours. Figure 2 shows the graph of group interactions. The nodes or vertices
represent the students and tutors and the edges represent the interactions between them. Social network
analysis metrics allow a better understanding of the students (and tutors) activities and therefore of the
course. Two students were not in the graph as they had no interactions.

The most connected students are Student 1 and Student 2, each one with 9 connections. An actor who has
several relationships with other actors can, for example, quickly spread information. The degree centrality
measures the degree of each node depending on its relationships and expresses the number of connections (or
different people with whom the node is connected) in the network. In Table 2, the students are ranked in
descending order according to the degree centrality value.

The students with greater proximity between the vertices are also the most connected (Student 1 and
Student 2). And the student with lower proximity was one of the least connected - Student 8 with 0.063.
Another actor with few relationships, but that is part of the shortest path between other actors, can exert a
certain intervention in the communication between these actors. Through the closeness centrality metric is
possible to analyse the students with greater proximity between the vertices with the most connected ones.
Table 2 also shows the closeness centrality values displayed in descending order.
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Table 2. Degree Centrality, Closeness Centrality, Betweenness Degree Table 3. Clustering Coefficient
Name Degree centrality Closeness centrality ~ Betweenness centrality Name Clustering
Studentl 9 0.091 2.733 Student7  1.000
Student2 9 0.0901 2.733 Student6  0.952
Student3 8 0.083 1.450 Tutor 2 0.900
Student4 8 0.083 9.167 Student8  0.900
Student5 8 0.083 1.450 Student3  0.821
Student6 7 0.077 0.167 Student5 0.821
Student7 6 0.071 0.000 Tutor 1 0.786
Student8 5 0.063 0.200 Student1  0.750

Student2  0.750
Student4  0.714
Tutor 3 0.000

The student with highest betweenness degree was the Student 4, which had 8 connections on the network
and betweenness degree 9,167 (i.e. he is not the student with more connections), while the students with
more connections in the network has betweenness degree 2,733. It indicates that although the Student 4 has
fewer connections, he has greater importance in mediating talks. There was a greater distribution of values,
e.g., a student with 7 connections has betweenness degree (0.167), while other student with 5 connections has
a higher betweenness degree (0.200), indicating that although he has a smaller number of connections exerts
greater importance in mediating talks than the other.

A student with 6 connections present betweenness degree 0.000, while two students with 5 connections
have betweenness degree 0.200, indicating that being connected with more people do not influence in
facilitating conversation. Table 2 also shows the betweenness degree values.

Considering this group, the values of degree centrality follow the same order of the Eigenvector centrality
values, indicating that the importance of a vertex according to its neighbours is bigger for the most connected
ones. In Table 3, it is possible to see that the most connected people do not have higher clustering coefficient,
which shows that these people have less tendency to cluster than the Student 7 which has degree centrality 6.
Table 3 shows the clustering coefficient values displayed in descending order.

5. RESULTS AND DISCUSSION

We conducted qualitative analyses with data collected through interviews. The tutors know the students and
interacted online during the period in order to be able to assess whether the received profiles effectively
identify the students. The average of the rates for the tutors’ confidence on the participants’ profile provided
by the proposed approach was 9.3, indicating that the tutors have a confidence level of 93% on the profiles.

Students analysed their participation in the Facebook group and the average of the rates obtained to the
degree of correctness of their profile was 9.3, indicating that students attributed 93% degree of confidence to
their profiles. Qualitative analysis was performed on data collected from interviews in online interviews.

5.1 Challenges to interact on Facebook

When asked about the challenges to interact on Facebook, many students cited the timidity and the difficulty
of monitoring the conversations. Some answers illustrate this analysis:

"l am a person who likes to talk a lot, but do not feel comfortable online. In person I'm not afraid of
making mistakes, speaking wrong Portuguese and sometimes even knowing the right, but on the Internet I'm
more cautions and it makes the process more bureaucratic."

"My biggest challenge was to interact, especially when beginning a chat on some topic.”

90% of students agreed that the profile helped to identify their characteristics in the group:

"I fully agree with the description of this profile. Student with greater betweenness is not the one with
most connections. For a person from the humanities, this metric is FASCINATING... 11!

"Yes, with more information about the student one can know who has difficulties in this area and thus it
helps you to continue at the same pace that others are.”
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5.2 Challenges to interact Online with Students

When asked about the challenges to interact on Facebook, many students cited the timidity and the difficulty
of monitoring the conversations. When asked about the challenges to interact online with students, tutors
highlighted the difficulty of following the conversation, stimulating discussion and knowing the right tone for
each student. The statements listed below underlie these conclusions:

“Time to monitor and guide the discussions; know the right tone to guide each student and promote
discussions; know the right time to interact or let the students build their own knowledge.”

“It was difficult to determine exactly what to say in posts, ask questions for promoting students to speak
according to their minds, so I tried respond to posts and not initiate discussions.”

5.3 Facebook Information supporting the Identification of Students’
Difficulties

Tutors were asked about the information that could support the identification of students’ difficulties in
learning the content. They emphasized the lack of interaction might be indicative of difficulty, commented
that questions also help them to understand the difficulties of the students and said that if the student does not
interact is more difficult to identify his difficulties. The informality of a social network was mentioned as
making it easier for students to express themselves more freely.

“The questions and the lack of interactions are always a target; interactions on facebook can be simply
like (or share), while discussions are important for knowledge construction; the questions are always
indicative of doubts; the lack of interaction may be indicative of lack of interest, time problems or even
misunderstanding something.”

5.4 Relevant Information obtained from the Profile

When asked about the information on the profile they considered useful, tutors found that all the information
was relevant and pertinent. The social network analysis was also cited as an important factor, which is a great
advantage of this research, since only through the Social Presence is not possible to analyse the interactions
of the members in the social network, making it impossible to analyse their connections and factors that can
influence the participation of the student, such as friendship.

5.5 Profile as a Tool in Mentoring Activities

Tutors were asked if they thought the profile provided useful information of student participation in a social
network group. All the tutors said the profile served as a supporting tool in mentoring activities.

“Yes, with the profile | managed to get the activities on a more targeted manner, directly interact with the
elements that can lead the group to develop and to learn better.”

“Yes. knowing the students’ profile, according to the interactions, one can notice their participation.”

5.6 Analysis of the Goals Set

All tutors agree that the profiles are useful and can be used to support activities in the course. 9 of 10 students
said that the profile helped in identifying their characteristics in the course. The one who did not agreed with
his profile didn’t read the presentation that explained how the survey was conducted, a key factor to
understanding how the profile was built:

“l think that it does not identify me, because not all social indicators are directly proportional to the
activity parameters in the social network, but I did not read the background of this work ...”

In addition some students said that profile also helped in their self-analysis. If only the SP was examined
in this work, some important issues would not be included in the profile, such as an actor having various
relationships with other actors may, for example, spread information quickly.

The student with greater betweenness in the groups is not the most connected one, as the student 4 having
8 connections in the network, SP = 2.43 and 9.167 of betweenness degree, while the Students 1 and 2 have
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more connections in the network got betweenness degree equals to 2.733 and Student 1 has SP degree = 4.02
and the Student 2 has SP degree = 4.94. It indicates that although the Student 4 has fewer connections and
low SP degree, he has a greater importance in mediating talks. This analysis brought a reflection for the
evaluation of the work, as the Student 4 presents textual clues of vulnerability and said: "l am shy and | do
not feel comfortable exposing ideas or thoughts here, especially in writing." SP analysis combined with SNA
allowed the perception of the student importance in a group despite having low SP degree.

The Student 6 has 7 connections, betweenness degree of 0.167 and low SP degree = 2.25, while the
Student 8 has 5 connections and has a slightly higher betweenness degree 0.200 and low SP degree = 2.91,
indicating that although the student 8 has a smaller number of connections, he has a greater importance in
mediating the other conversations, and provides more SP.

The Student 7 has 6 connections, shows the betweenness degree of 0.000 and low SP degree = 3.57, while
the Student 8 has 5 connections, shows the betweenness degree of 0.200 and low SP degree = 2.91,
indicating that although Student 7 is connected with more people and has a higher SP degree, he has no
influence in facilitating conversation.

These characteristics support the analyses of the profiles. The SP alone would quantify the occurrence of
textual clues of affection, interaction, cohesion and strength, but without the SNA it is impossible to
understand the importance of the student in the network, understanding the connections and interactions.
Therefore, analysing the objectives and the data obtained from interviews, the result of this work has the
potential to be useful, since 90% of students mentioned that the profile represented them properly and all
tutors said they helped in their mentoring activities. It was also demonstrated the importance of using both
the SP and the SNA to compose profiles, as they together provide information so that tutors can analyse the
behaviour of students in the social network and make inferences considering the profiles received as a source.

6. CONCLUSION

The support of the tutor throughout the course is very important to the success of each student. With the
proposed approach it is possible to obtain data and issues for improving the teaching-learning process, the
identification of individual and collective problems and greater flexibility in problem solving.

The previous proposals dealing with social presence, define the underlying concepts and present a
questionnaire for getting information about it [Garrison and Archer, 2000], discuss the influence of social
presence [Mackey and Freyberg, 2010] [Rourke et al., 2001] or propose indicators and tools for acquiring
social presence from forums and chats [Bastos et al., 2013].

We proposed building students profiles that can be used by the teacher / tutor. Although there other works
that capture users (or learners) profiles from their interactions in social networks (e.g., [Fernandes and
Siqueira, 2013]), our proposal considers two main aspects: the SP and SNA metrics. With this diagnosis, the
teacher/tutor is able to monitor and evaluate the students’ interactions, to better understand the students and
then make necessary interventions. One can use this information to aid the students’ learning process.

This paper presents an approach for capturing the students’ profile according to their participation in the
courses. The profile is based on SP concepts and SNA metrics, motivated by the large number of data
available in the learning environments. Therefore, tutors may use the profiles as a resource to assist in
planning their mentoring activities to facilitate the student learning process. In their turn, the students may
use this information to self-analysis (or self-assess) their participation in the group. Another contribution of
this work is that in a given sample of students and tutors in a particular scenario, in which the students’
profiles based on SP and SNA were presented, there was a 93% reliability rate and it showed the potential to
help in tutoring. As a technical contribution it is possible to mention the construction of the prototype. In
addition, the proposed architecture can be generalized and applied to other social networks.

As future work the profiles could be used in accordance to tutoring strategies to suggest actions to the
tutor. It could be also interesting to develop a dashboard with the interactions and allow configuration of
analysis metrics and tutoring strategies according to the approach or interest of teachers / tutors or students.
In addition, it might be interesting to analyse the social network, partitioning its members in order to find
groups that have common interests or characteristics, as proposed in [Guedes et al., 2014], and using
educational data mining techniques as in [Gottardo et al., 2014]. Finally, the students’ profiles could consider
other pieces of information such as the learning styles.
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ABSTRACT

Social media technologies were introduced among the modern society and are part of its routine in many ways —
knowledge acquisition and sharing, interpersonal relationships, media diffusion — sometimes complementing and even
substituting tools that were specifically designed for similar activities. This research compares social media sites and
institutional communication channels by confronting elements that construe perceived usefulness and system satisfaction.
It has been shown that students see more usefulness in social media technologies when performing academic activities
than in information systems provided by their university, mainly due to the ease of use of the former technology. Thus it
is expected to contribute to students and education institutions in order to attain the better use of available IT tools.

KEYWORDS

Social media, Higher Education technologies, Technology perceived usefulness

1. INTRODUCTION

Social media technologies are currently an important tool for power decentralization. Actions that are
typically organized and controlled by small groups (such as governmental agencies, labour unions, student
unions and other institutions) start to be disseminated to everyone that is involved. It enables new roles to
emerge naturally, without regulated or legal processes (Mackenzie 2013). Thus, social media allows
information to be generated, shared and to be potentially accessible for anyone.

Academic communities from education institutes are susceptible to the changes provoked by social media
as well as companies, due to their effect on decreasing power restrictions, time and distance. Virtual
communities — Facebook and WhatsApp groups, YouTube channels — emerge with or without institutional
leaders’ acknowledgement or consent. In such groups, students share information about the institution,
academic materials (Pimmer, Linxen, Gréhbiel 2012) and opinion about teachers’ performance and student
services (Otto, Sanford, Ross 2008). Moreover, the use of such nonregulated virtual spaces may affect the
grades of students that perform this use (Bennet et al. 2008).

As the use of social media by students is not usually controlled or even known, and that this use can
potentially replace formal electronic tools — e.g. Virtual Learning Environments such as Moodle or
Blackboard — the institution is prone to waste resources or not reap the benefits from freely available
information. When considering that a Higher Education Institution invests human and financial resources in
the implementation and maintenance of structures for supporting its activities (teaching materials, proper
spaces for students’ assignments, systems for faculty’s evaluation and institutional e-mail boxing), the
organization’s strategy for undergraduate students’ interactions in virtual environments may not have
considered some of the necessities of these students.

Thus, this study investigates factors that could have made students prefer a social media tool when
performing educational activities over formal channels that have been made available by the university. The
goal is to identify factors associated with satisfaction and perceived usefulness of social media technologies
and of formal channels from their educational institution. Then we compare the students’ preference between
both options for conducting their academic activities.
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2. SOCIAL MEDIA

The evolution of applications and Internet’s possibilities resulted in the rising and in the improvements of
technologies that are more interactive and accessible. Such evolution was once defined in 1999 and later
promoted by Tim O’Reilly as Web 2.0 at O’Reilly Media’s conference in 2004 (O’Reilly 2005). This wide
term essentially comprehends the technologies that allow anybody to create and share content dynamically as
well as discuss it with all the users (O’Reilly 2005; Tuten, Marks 2012).

This phenomenon was characterized by the rising of social media. This technology represents a paradigm
shift in relation to the predominant way of Internet use at its beginning. When it started to be widely used, the
world’s computers network was smaller and just a reduced amount of people, who had high technical
knowledge, were able and available to spread content. Then, most of common people were just “receptors” of
this content (Armstrong, Franklin 2008; Hargadon 2010). Finally, social media technologies enable a massive
sharing and self-content building of most of their users.

2.1 Social Media in Education

The variety of social media tools and the growth of its popularity open several possibilities in new forms of
use of this technology. The opportunities for collaboration and participative generation of content may
improve results, as educational activities (Wankel 2009). Academic research has studied social media in the
educational context. These studies comprehend from formal educational systems, which brings the
interactions between professor and students, to models with free collaborative learning environments
supported by social media platforms. Dabbagh and Kitsantas (2012) reviewed theoretical studies about the
potential of social media tools in education and effective applications of them. Bennet et al. (2012),
McCorkle and McCorkle (2012), Pimmer, Linxen and Gréhbiel (2012), Tyagi (2012) studied cases of social
media sites and tools that are focused in learning processes.

In general, these studies investigate actions that were or could be done for social media use as a learning
resource, difficulties and possible results after implementation. After proposing a three-level framework,
Dabbagh and Kitsantas (2012) suggest actions for educators to help them use social media as self-regulated
teaching support. In an increasing complexity, the levels are ‘“Personal information management”, “Social
interaction and collaboration”, and “Information aggregation and management”. They have to be
implemented one after another by pedagogical instructors. The intention is to encourage students to build an
individual and collective learning environment through social media. This framework is an adaptation from
the study of Zimmerman (2000). This author approaches stimulus to individual study regulation, emphasizing
the students’ role as the main educational agent in social media (Dabbagh, Kitsantas 2012).

3. INFORMATION SYSTEM ADOPTION

Fishbein and Ajzen (1975) have identified intention as a reliable predictor that leads to a certain behaviour,
and have shown this relation in the Theory of Reasoned Action (TRA). Such intention is influenced by an
individual’s attitude to a given behaviour and his/her subjective norms concerning how other people would
perceive that action. Davis, Bagozzi and Warshaw (1989) have used TRA as a basis for their Technology
Acceptance Model. The authors propose perceived usefulness and perceived ease of use as preceding
variables for the intention to use a given technology. Despite being a very robust model, some variables may
escape its reach (Davis, Venkatesh, 1996) as social and cultural aspects (Bagozzi, 2007) and the very
correlation between the two variables (Turnet et al., 2010).

DelLone and McLean (1992) developed the model for Information System Success and refined it later on
(DeLone, McLean 2003). The latter presents three dependent variables: Intention to Use, Effective Use and
User Satisfaction, as well as Net Benefits, which both influences and is influenced by the other three
variables. Information Quality, System Quality and Service Quality are the preceding variables that affect
intention to use and user satisfaction. Figure 1 shows the interaction between the variables:
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Figure 1. Information System Success (DeLone and McLean, 2003)

DelLone and McLean (2013) proposed a feedback cycle that makes the satisfaction and the received
benefits reinforce a continuous use intension as the systems is used. Nevertheless, it is necessary that there
were previous elements for the first use of a system. Then, unidirectional causalities may be used as possible
approaches to measure this model (Seddon, Kiew 1996; Lin, Wang 2012; Tsai et al. 2012).

System Quality refers to the performance of a system, the hardware efficiency and the processing power.
This construct is measured by users’ evaluation of the technical capacity and the usability of a system
(DeLone, McLean 1992). It is possible to visualize two main categories that define this quality: flexibility
and sophistication. The former is the resources’ availability and useful tools instead of unnecessary ones,
when the latter is related to usability and technology novelty and documentation (Gorla, Somers, Wong
2010).

Information Quality represents how much useful are the system outputs to its users (DeLone, McLean
1992). This construct may present four basic characteristics: information completeness, which means that the
system offered all necessary information; format adequacy; updated information; and correct or precise
information (Wixom, Todd 2005). Moreover, the information has to be reliable in a way that individuals may
consider it useful (Chen, Xu, Whinston 2011).

Service Quality was added in the updated model (DeLone, McLean 2003). The authors used concepts and
indices from the model of service quality measuring SERVQUAL (Parasuraman, Zeithaml, Berry 1988) that
describes quality as the difference between consumers’ expectative from a service and what is really gave to
them. Thus, services evaluated as having superior quality are the ones that address or overcome their
expected results.

3.1 Adoption of Social Media in Education

An individual could motivate him/herself to adopt a social media by the expectative of meeting someone and
resources that may help him/her to solve a problem. An individual could be also influenced to adopt it by
family or friends. Chou et al. (2009) described a case of American users of a social media that collaborated in
an online group to support people with cancer. The group aimed to help people with experiences sharing
among users in similar situations, even if they did not have too much in common or knew each other.
According to Quan-Hasse and Young (2010), the necessity of sharing problems is one of the predictors to
social media adoption.

In the context of education, a user may use a social media to disclose complaints or to get information
more quickly (Xia 2013). Therewith, a student would interact via social media with his/her university and
other students to expose problems thinking that he/she is pressuring the institution to solve problems with
urgency (Lala, Priluck 2011). This situation may also occur when the university does not offer a good system
to receive and manage the students’ complaints.
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Quality of information is one of the factors that influence the adoption of a new technology (DeLone,
McLean 2003) and it is a students’ concern when they are deciding to use a social media (Kim, Sohn, Choi
2011). Additionally, a student values an agile exchange of quality information inside of the learning process
(Rinaldo, Tapp, Laverie 2011). The characteristics of a system that was offered by the educational institute
are critical to students’ decision of using it or not. Among the key factors of success to the implementation of
a university’s system are: access facility, confidence in the technological infrastructure and service support
(Selim 2007).

We may also consider that a student will search for remote means of communication to contact people
that are close to him/her (Lin, Liu 2011) and will avoid exchanging information with the ones who transmit
the idea of authority and hierarchy. This behavior was observed by Dahlstrom (2012) in social media. It was
demonstrated that the student does not feel comfortable to communicate with professors and instructors
through this technology. Likewise, the strong presence of faculty in a social media may limit its use (Hanson
et al. 2011).

Students may resist adopting the virtual learning environment from their universities, as previous
experience and appropriate training are expected in order for this adoption to happen. The lack of these
factors probably hinders the usage (Venkatesh, Goyal 2010). When, in the other hand, there is the massive
popularity of social media sites like Facebook, which overpassed a billion of users with a great public aging
between 13 and 24 years old (CheckFacebook 2013). It seems that an undergraduate student probably has a
profile and knows how these social media sites work. Thus, in this scenario, a student does not have to learn
a new system’s functionalities, when he/she could use platforms that he/she already comprehends to develop
academic tasks. It is simpler for students to adopt an additional use purpose in a technology that they have
experienced (Venkatesh, Goyal 2010).

4. STUDY MODEL AND HYPOTHESES

In this study we measure quality in users’ satisfaction with educational technologies, perceived ease of use
and perceived usefulness in social media technologies and in formal channels from an educational institution.
Thus, in order for a student to be satisfied with a given system, it is necessary for the system to present
availability, reliability and speed (Sun et al. 2008). Furthermore, the system’s access ought to be simple and
free of technical fails (Manzoor et al. 2012). With that in mind we could propose that:

Hla: The quality of the social media system H1b: The quality of the institutional formal system
positively influences the information quality of the positively influences the information quality of the
social media institutional formal channels

H2a: The quality of the social media system H2b: The quality of the institutional formal system
positively influences the service quality of the social  positively influences the service quality of the
media institutional formal channels

H3a: The quality of the social media system H3b: The quality of the institutional formal system
positively influences the perceived ease of use of the  positively influences the perceived ease of use of the
social media institutional formal channels

H4a: The quality of the social media system H4b: The quality of the institutional formal system
positively influences the perceived usefulness of the  positively influences the perceived usefulness of the
social media institutional formal channels

H1a: The quality of the social media system H1b: The quality of the institutional formal system
positively influences the users’ satisfaction with the  positively influences the users’ satisfaction with the
social media institutional formal channels

Even if the communication channels are appropriate and fulfil students’ expectations, the information
released has to be useful to them. Thus, a system has to provide functionalities that support services to
students, as instructions to solve problems or ways to receive them (Kim, Sohn, Choi 2011). Additionally,
according to Rinaldo, Tapp and Laverie (2011) great part of the undergraduate students’ satisfaction, by
using social media, is due to useful information sharing from colleagues — information that was outside of
formal institutional channels of their universities. Then, we assume the hypotheses:
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positively influences the quality of service of social
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H7a: The quality of information in social media
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H8a: The quality of information in social media
positively influences the perceive usefulness of
social media

H9a: The quality of information in social media
positively influences users’ satisfaction of social
media
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H6b: The quality of information in the institutional
formal channels positively influences the quality of
service of the institutional formal channels

H7b: The quality of information in the institutional
formal channels positively influences the perceived
ease of use of the institutional formal channels
H8b: The quality of information in the institutional
formal channels positively influences the perceived
usefulness of the institutional formal channels
H9b: The quality of information in the institutional
formal channels positively influences users’
satisfaction of the institutional formal channels

It is still necessary that the service has a friendly and organized interface. The service’s performance can
modify the students’ expectations of effort (Saeed, Abdinnour-Helm 2008), as well as the level of support to
the electronic institutional channels are critics to students’ satisfaction (Selim 2007). Then, we propose that:

H10a: The quality of service of social media
positively influences the perceived ease of use of
social media

H1la: The quality of service of social media
positively influences the perceived usefulness of
social media

H12a: The quality of service of social media
positively influences users’ satisfaction of social
media

H10b: The quality of service of the institutional
formal channels positively influences the perceived
ease of use of the institutional formal channels
H11b: The quality of service of the institutional
formal channels positively influences the perceived
usefulness of the institutional formal channels
H12b: The quality of service of the institutional
formal channels positively influences users’
satisfaction of the institutional formal channels

The influence of the perceived ease of use predicts that, the lower the effort to use a technology, the
higher is are the benefits to its users (Davis, Bagozzi, Warshaw 1989). Then, the easier the usage of a social
media site or an institutional channel, the more convenient they would be to students when performing any
actions. Thus, we have:

H13a: The perceived ease of use of social media
positively influences the perceived usefulness of
academic tasks in a social media

H13b: The perceived ease of use of the institutional
formal channels positively influences the perceived
usefulness of academic tasks in institutional formal
channels

By intending to compare the perceived usefulness and users’ satisfaction found through social media
technologies and formal institutional channels, we propose four other hypotheses. First, a specific technology
applied in educational context, when useful to students, may influence the perceived usefulness of
technologies that support academic tasks. When students’ performance in these tasks improve by the use of a
technology, they are likely to use technologies in general, like social media tools (Luckin et al. 2009) and
systems offered by their universities (Pérez, Lopez, Ariza 2011).

H14a: The perceived usefulness of social media
positively influences the perceived usefulness of
academic tasks in information systems in general

H14b: The perceived usefulness of the institutional
formal channels positively influences the perceived
usefulness of academic tasks in information systems

in general
Satisfied students with a system may tend to appeal to technologies in general looking for problems

solution. As already described, a student can use certain social media to share complaints in their networks to
pressure their educational institution to give them answers (Lala, Priluck 2011; Xia 2013). Then, we assume
that:

H14a: The satisfaction related to social media

positively influences the perceived usefulness of

academic tasks in information systems in general

H14b: The satisfaction related to institutional formal
channels positively influences the perceived
usefulness of academic tasks in information systems
in general

Research has been applied with users of a Virtual Learning Environment — VLE — from a higher
education institution. The VLE holds functionalities like agenda, forum, content sharing by professors (e.g.
classes plan, videos, audio, and bulletins), and upload of content. Whereas this tool is integrated with
academic and administrative systems’ environment, some information as grades’ release, school transcripts,
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and enrolment; are synchronized and updated. It is important to mention that this tool is optional to support
classes. Professors can choose if they will use it or not, though the grades must be registered through the tool.

The data gathered for this research was analysed quantitatively. The dependent variable, ‘“Perceived
usefulness of information systems” is influenced by the variables “Perceived usefulness” of social media and
formal channels of information of higher education institutions. These variables were similarly proposed by
Davis, Bagozzi and Warshaw (1989) in TAM, and DeLone and McLean (2003) in the Model of Information
System Success. We applied the indicators suggested in studies that also based their researches in these
models, mainly the study of Xu, Benbasat and Cenfetelli (2013).

The terms used in this study were based in the analysis of interviews previously executed to
undergraduate students, and the comments registered after the application of the first version of our
questionnaire. Thus, it was possible to increase the concepts comprehension in the next version. Also, the
reactions from statements in the questionnaire were presented in a 6-point scale: 1. totally disagree; 2.
considerably disagree; 3. little disagree; 4. little agree; 5. considerably agree; and 6. totally agree.

The constructs “Perceived usefulness” and “Perceived ease of use” from TAM (Davis, Bagozzi, Warshaw
1989) were operationalized through four indicators from Xu, Benbasat and Cenfetelli (2013) that were
contextualized and adapted to this study. The constructs “Quality of system”, “Quality of information”,
“Quality of service”, and “Users’ satisfaction” were gathered from the Model of Information System Success
(DeLone, McLean 2003). Users’ satisfaction was measured by four indicators, while each of them was
measured through seven indicators.

We printed 120 questionnaires that were distributed in an university campus during three days in
December 2013. Just 108 questionnaires were used in the analysis, because seven were not delivered back
and five were not completed. Then, composing the population of this study we have: gender - 40 females and
68 males; age — 50 between 18-20 years old, 39 between 21-23 years old, and 19 between 24-26 years old;
and area of major — 93 enrolled in Science and Engineering, and 15 in Humanities.

Data collected was analysed with the technic of structural equations modeling - SEM (Hair Jr et al. 2009).
We also used the Partial Least Squares - PLS 2.0.M3 in the analysis. This tool presents reliability and
strength (Goodhue, Lewis, Thompson 2012). The indicators’ significance was verified by applying Bootstrap
using 1000 sub-sets for testing. We also used the software SmartPLS for both models.

Therefore, the analysis was conducted with two independent structural models: the social media and the
institutional formal channels. After the partial verification of each model, a simultaneous comparison was
made. The contribution of both options was analysed over their general usefulness for academic activities.
After that, the scores obtained to usefulness and to satisfaction were compared by means comparison
technics. Therewith, T-test was applied in the comparison of means, looking for differences in means with
paired or dependent observations (Hair Jr et al. 2011).

4.1 Model Tests

Aiming to validate the variables and the constructs selected to this study, we tested the data in two different
ways:

. The convergent validity demonstrates how the scales correspond to constructs measures. The
average variance extracted (AVE) has to be greater than 0.5 for each construct (Hair et al. 2009). In the tests
all the constructs reached the requisites, since the AVE values varied from 0.6237 to 0.8222, and the
composed reliability indexes varied from 0.8323 to 0.9398. This demonstrates that the questions used in the
questionnaires were appropriate to measure the constructs.

. The discriminant validity demonstrates if the indicators proposed do not measure their
correspondent variables.

Besides that, we verified the factorial load for each indicator in its variable. The values obtained should
be greater than 0.70 and also greater than the load of the others variables (Xu, Benbasat, Cenfetelli 2013).
Finally, we obtained loads in variables greater than the others and over 0.70. In the Appendices we bring
tables with the values obtained for convergent validity, discriminant validity and factorial load.

Figures 2, 3 and 4 show the values of R2 from latent variables and the effects in each relationship
between constructs — non-statistically significant relations were omitted from the model. Respectively, we
presented the model for social media, for formal institutional channels and the general usefulness. We use: *
=p<0.5 **=p<0.01, and *** = p < 0.001.
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By comparing the models for social media and for institutional channels, we can visualize that the
impacts of Service Quality over the Perceived Ease of Use and over User Satisfaction were nonsignificant in
any case. In the Social Media model only Information Quality showed significant relation to Service Quality.
Perceived Usefulness is impacted only by Perceived Ease of Use, which is influenced for System Quality and
Information Quality. In the model for institutional channels of the university, the impact of System Quality
and Perceived Ease of Use were nonsignificant. According to the model of Overall Perceived Usefulness,
only the relation between Perceived Usefulness in Social Media and the Overall perceived usefulness was
significant.

4.2 Comparison of Means

We executed a Student’s t-test to compare the two means from paired sets, in a way to match users’
satisfaction and perceived usefulness related to social media and to institutional channels. Thus, Table 1
presents the results of this test.

Table 1. Tests comparing two means

Paired differences

Std. Std. Error Sig. (2-
Mean Deviaton Mean t tailed)

General usefulness for social media
Pairl1 | — 0.44986 0.92049 0.08857 5.079 0
General usefulness for inst. channels

General users’ satisfaction for social
pair2 | Media- . 0,71671 1.0659 0.10257 6.988 0
General users’ satisfaction for inst.

channels

Therefore we may verify that there is statistical significance between the factors’ means. The Perceived
usefulness for social media is greater than Perceived usefulness for institutional channels by its mean.
Similarly, the mean for users’ satisfaction with social media is greater than users’ satisfaction with
institutional channels. The difference between the means is about 0.45. Even if both means are over 4, we can
realize that the students see social media as more useful to academic activities than formal systems and tools
from their university. This finding may concern the university administration, since investments have been
done in resources acquisition, development and maintenance to provide these institutional channels — while
students do not value them as alternative technologies.

On the other hand, the educational institution could take advantage of this scenario by developing
strategies to use social media to support academic processes. Perceived ease of use was the factor that
impacted significantly the perceived usefulness of social media, so we can understand that students may
make the best of this tool by knowing to use it well. Nevertheless it is important to notice that this ease of use
is not necessarily related to advanced resources. According to Bennet et al. (2012) reports that not always
frequent users of social media will know how to execute activities of high complexity. Therewith, if the
university chooses to incentive the use of these resources, it will be necessary to train both students and the
employees that will assist them, in accordance with the expected difficult in activities.

The difference between users’ satisfaction with social media and with institutional channels is greater
(0.716), wherein the satisfaction with social media exceeds the other. It might happen due to the questions’
approach, in the questionnaire, about the general users’ satisfaction with social media sites and not
specifically focused in academic activities. Anyway, there is room for experience improvement of students
when using formal institutional channels.

5. CONCLUSION

Analyzing the model for social media, the relations derived from quality of system were similar to the ones
that were proposed by Xu, Benbasat and Cenfetelli (2013). Similarly to the results obtained by these authors,
quality of information affects positively the quality of service (0.665 to p < 0.001). Nonetheless, the
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influences of quality of information and of quality of service over perceived usefulness were not confirmed in
this study. Also, the quality of system did not impact quality of service significantly.

The model for general usefulness presented a single statistical significant impact, the perceived usefulness
of social media over the perceived usefulness of institutional channels that remained in R2 = 0.44. Although
this relation is tacitly expected in studies like the ones did by Selwyn (2009) and Stanciu, Mihai and Aleca
(2012), it was not proposed yet. Thus, future research could consolidate this hypothesis and identify other
factors that could be used to explain the general perceived usefulness variable.

It was possible to notice that the students in general feel themselves capable to use better technological
resources that they are familiarized with, instead of specific systems that were developed to attend academic
activities. Thus, we raise the possibility of students do not wait to need technical support in the future, so it
would not be determinant in their general experience and in the usefulness of any of the systems. Therefore,
the focus remains in the regular availability, quality of information and intuitive use.

Given the results, the educational institution could adopt one of three lines of action, considering its
resources and reality. The first is keeping the divisions between formal channels and informal media, looking
for improvement in the quality of systems, their information and T1 management. Thus, just spontaneous
activities would occur inside of social media sites (Pimmer, Linxen, Grohbiel 2012). One of the positive
sides of this action is that the university may control more its data, against copyright violation, for instance.

The second line of action is to develop mechanisms to integrate the two channels, focusing the
participative education and the self-regulated learning through social media as a tool to support the
university’s politics and systems (Dabbagh, Kitsantas 2012). The advantage is the technics’ versatility
brought to the institution that would count on a greater number of learning tools, besides students’
engagement.

Lastly, the third line of action is the effective appropriation of social media, like virtual learning
environments and standards channels for communication with the academic society within the university.
Functionalities like forum, teleconferences, instant messages exchange, and archives repository, for instance,
could be delivered in this social media (Rinaldo, Tapp, Laverie 2011; Bennet et al. 2012). The advantages of
this action are the reduction of costs and the necessity of technical management, whereas systems’ reliability
risks and data security are assumed by the educational institution. A concern that may arise is the need for
constant updating routines to adapt the systems with the institution’s operations and in case of obsolescence.

Future research can approach the dependent variables “ease of use” and “perceived usefulness”, besides
of verify if there is a negative relationship between the quality of service in institutional channels and its
perceived usefulness. Deepen the comprehension of general usefulness of educational information systems is
another possibility of study, as well as searching for additional variables to explain it.

One of this study’s limitations was the low variability of the age group and the questionnaires’ application
being applied in just one university. Considering that some of the constructs remained with three indicators, it
is possible to propose more questions to increase the explanation power of the models.
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ABSTRACT

In the information age, learning has become ubiquitous, and mobile learning enabled by mobile technologies is expected
to play a significant role in various educational settings. Currently, there exist some limitations on mobile learning from
the perspective of technology. The implementation of mobile learning usually depends on the development of
applications. In this paper, a whole different and flexible model is proposed, in which the development of applications is
replaced by the direct utilization of WeChat. That is, we use WeChat instead of developing a new application to integrate
with Moodle to provide students a mobile learning environment. After three years in practice, students become more
inclined to log into Moodle directly via WeChat with the evolution of the mobile learning environment. And over a half
of surveyed students think the mobile learning environment useful.

KEYWORDS

Learning Environment, Moodle, WeChat, Mobile Learning

1. INTRODUCTION

Nowadays, learning has become ubiquitous, since people are surrounded by mobile technologies in their
daily lives(Shin & Kang 2015). The affordances of mobile technologies make timely and active knowledge
acquisition through the exchange of learning materials a reality(\Woodill 2010; Jones et al. 2013). Therefore,
mobile learning enabled by mobile technology is expected to play a significant role in various learning
settings(Cheon et al. 2012). However, the availability of mobile technology does not necessarily guarantee
that it will be used in an educational setting(Hwang & Chang 2011; Shin & Kang 2015). Similarly, the mere
adoption of mobile technology does not ensure students’ learning effectiveness(Shin & Kang 2015). Some
researchers now begin to place great focus on the integration of mobile technology with Learning
Management Systems, namely, the Mobile LMSs, in order to provide a flexible and convenient mobile
learning environment for students. More specifically, researchers focus on the use of mobile applications
with such systems.

However, in a literature review on mobile learning with learning content management system (Napoleon
& Ake 2014), Napoleon and Ake conclude that most of issues addressed focus on learning management
systems in general rather than mobile learning management systems or mobile learning content management
systems in particular. Though the literature number on mobile LMSs is limited, yet there are some research
addressing this issue.

For instance, Huang, Lam, Wong and Chan(2016) developed a mobile version of Learning Management
System in order to enhance students’ learning experience. They used a Client-Server model, which, in fact, is
a very complicated process for many teachers and students. They found that the students’ usage of the mobile
app is high. By examining students’ usage pattern of the mobile app, the suggestions for developers to design
and develop mobile app of LMS was proposed.

Admittedly, use of mobile technologies is already widespread in many daily activities of a majority of the
world’s population, but not yet so in learning process(Napoleon & Ake 2014), partly due to the limitations of
mobile devices in terms of application development. Overall, studies on mobile LMSs are mainly about

“Jianli Jiao is the corresponding author of this paper
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technology(Napoleon & Ake 2014). In educational settings the integration of mobile devices with LMSs to
create mobile LMSs is implemented by developing applications, while the development and update of
applications takes too much time and efforts to achieve. What is more, the use expense for students is
tremendously high, because they have to first download the application, then install it, and finally register an
account before they can use. And developers have to update the application at times to fix bugs and improve
student experience, which takes much time and is a rather complicated process. And developers have to
develop applications for different OS such as Android, iOS etc., Technology itself should not be a barrier, it
should be a ladder or a bridge. However, apparently, the mobile LMS in educational settings still faces
technological obstacles, which raises questions about whether there is a better way to achieve mobile LMS?

In this paper, a totally different model integrating mobile technology with learning management system is
introduced. Instead of developing a new mobile version of Moodle, WeChat is utilized and integrate with
Moodle to provide students a mobile learning environment, namely mobile LMS. WeChat (WeiXin in
Chinese) a mobile instant text and voice messaging communication service, a very popular social networking
service in China was developed by Tencent Holdings Ltd. in China on January 21, 2011. It has similar
features to WhatsApp to generate both text and voice messages. And it is free to download, install and
use(Lien & Cao 2014). It is available on Android, iPhone, Blackberry, Windows Phone and Symbian phones.
As of May 2016, WeChat has over a billion created accounts, 700 million active students, with more than 70
million outside of China (as of December 2015) (https://en.wikipedia.org/wiki/WeChat). Almost every
college student has WeChat installed in their phone, it is used in different ways ranging from socializing with
friends and entertaining to exchanging information and experiences regarding a product or service(Lien &
Cao 2014). It has become one of the most widely used social networking service in China(Gao & Zhang
2013).

This papers aims to provide a new way to create mobile learning environment. By integrating WeChat
with Moodle, students are able to easily log into Moodle directly via WeChat. And they have the same
learning interface and learning experience as on desktop computer because Moodle employs a responsive
design structure and supports HTML5. WeChat has its natural advantages in terms of popularity compared
with previous model of developing specific application. Therefore, students are more inclined to learn via
WeChat because they do not have to download a specific application and what they need to do is just to scan
a QR code and subscribe to the learning website (based on Moodle). Apart from the design of the mobile
LMS, we also explore students’ usage of the mobile learning environment and their perceived usefulness of
the learning environment. Therefore, three research questions are asked in this paper:

1. What is the evolution process of the new mobile learning environment we designed?

2.  What is the students’ usage of the mobile learning environment?

3. Towhat extent, if at all, do the students think the mobile learning environment useful?

The rest of the paper is organized as follows: Section 2 describes the detailed design process of the
mobile learning environment. Section 3 presents students’ usage of the mobile learning environment and
their perceived usefulness of the learning environment.

2. DESIGN OF THE MOBILE LEARNING ENVIRONMENT

In this section, we describe very comprehensively the design and evolution of the mobile learning
environment. To make Moodle be accessed on mobile devices, the following two steps are needed.

1. Introduce responsive theme so that the appearance of Moodle can be adaptive to mobile devices with
different OS. There are a lot of responsive Moodle themes in Moodle Community, what we used is a
theme titled “Pioneer”. One of the features of the theme is that it supports customized banner for
every different course so that each course can have a featured banner on top of the course homepage.

2. Besides the appearance, the content of a course needs to be responsive as well. Table 1 is the
guidance for teachers to upload different types of resources.

Table 1. Guidance for teachers to upload different types of resources

Resource Type Requirement
Video MP4, H.264, AVC, 720p
Audio MP3, 128k, Stereo
Webpage HTML5
Courseware Package HTML5
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Before we go into the design and evolution of mobile learning environment we create, a brief introduction
to Official Account provided by WeChat is need, the Official Account is one of the unique characteristics of
WeChat compared with its counterpart such as WhatsApp, this specific feature allows developers to commit
secondary development. And this is the basis of the mobile learning environment presented in this paper.

Official Account works as one of the contacts on WeChat. The basic idea of it is to send group messages
to all the subscribers (followers), not only in text, but also in/with video, audio, photos, and URL.
Subscribers can read the message and reply if necessary. Official account can also set up auto reply to some
keywords. Official Account is categorized into Subscription Account and Service Account.

Subscription Account provides a new information propagation means for media and individuals to build
up better communication and management with readers. Service Account provides more powerful business
service and student management capabilities for enterprises and organizations, to help enterprises quickly
implement a brand-new official account service platform. (https://admin.WeChat.com/cgi-
bin/readtemplate?t=ibg_en/en_faq_tmpl&type=info&lang=en_US)

Table 2. The comparison between Subscription Account and Service Account

Functions and Permissions Subscription Account Verified Subscription Account Service Account Verified Service Account
? X In the "Subscription In the "Subscription 2 £ 5 i

Messages display Accounts® folder Accounts® folder In the friend session list In the friend session list
Number of group messages 1 everyday 1 everyday 4 every month 4 every month
BaS|.c.message No Yes Yes Yes
receiving/reply APl
Custom menu at the bottom No Yes Yes Yes
of chatinterface
Nine advanced APls No No No Yes

i i Wi
Application for WeChat No No No Yes

payment

2.1 Stagel: Preliminary Integration

At stagel, we use WeChat OA Subscription Account as mobile portal for Moodle. Students can scan a QR
code to subscribe to an Official Account and receive group messages from administrator on WeChat on their
mobile devices every day. The messages include notifications, learning tasks, updates of courses, or some
learning related articles. Every time students receive a message, there will be a link named “Read more” at
the end of the content for students to click and if click they will be redirected to the Moodle homepage,
which includes courses, resources or activities. There is a built-in web browser on WeChat, by which the
students can access Moodle without even quitting WeChat. But since this is a preliminary integration, there is
no student authentication mechanism for Moodle, therefore the students still need to type into name and
password to log into Moodle. The following figure 1 presents the basic structure of the preliminary
integration.

D WeChat Mobile Application
S
Qs

Mobile Device

RS WeChat Official Account
Subscription Account
@

Moodle Master Sever ‘

Work as Portal and Redirection

Figure 1. The basic structure of preliminary integration

At stagel, we provide an efficient way to send messages and notifications to our students, and the
effective arriving rate is much higher than email since most of our students use WeChat almost every hour
and seldom check emails.

144

www.manaraa.com


https://admin.wechat.com/cgi-bin/readtemplate?t=ibg_en/en_faq_tmpl&type=info&lang=en_US
https://admin.wechat.com/cgi-bin/readtemplate?t=ibg_en/en_faq_tmpl&type=info&lang=en_US

International Conferences ITS, ICEduTech and STE 2016

On the other hand, there exist several limitations at Stage 1, as listed below:
1. Group Message can only be sent by administrators or teachers manually and only one message can be
sent every day.
2. Group Message cannot be customized for each individual student.
3. Lack of student authentication mechanism for Moodle.

2.2 Stage2: Use Service Account for Advanced Integration

WeChat OA Service Account provides a more powerful way to integrate different services. There is a huge
amount of APIs for developers in developer mode. So at this stage, we develop a WeChat service and
message output plugin for Moodle. And this plugin is used to connect with WeChat Official Account
developer service, by doing this, we are able to:

1. Binding Moodle and students’ WeChat profile (student avatar, WeChat OpenlID et al.). There is a
unique QR code for each individual student to scan with his or her WeChat the first time he or she logs
into Moodle. In this way, Moodle could access the student’s WeChat information and finish the account
binding. After this, each time when students try to access Moodle from WeChat built-in browser, they
could automatically log into the system without authentication.

2. Sending Templated Messages to individual student automatically. Service Account provides a more
powerful messaging function called Templated Message. The Templated Message is a type of message
with a predefined structure with some variables. This kind of message can be customized for each
individual student and sent to any specific student’s WeChat automatically as many as necessary every
day. What is more, different from preliminary integration model, in which messages are displayed in the
“Subscription Account” folder, at Stage 2, the Service Account is displayed directly on the friend session
list, which makes it more like a normal message from friends and easier to open with fewer screen
touches. Thus, effective arriving rate of the message is much higher than that at Stagel. The WeChat
service and message output plugin provides students a better way to receive notifications and messages
from Moodle. It directly pushes customized information to students’ WeChat as Templated Messages.
Student can read the message on WeChat, click it if necessary to log into Moodle automatically and
access to the related course, resource and activities.

Stage2 is a huge leap forward from Stagel. At this stage, the notifications and messages are not sent
manually by teachers, but automatically pushed by Moodle. And the messages are much easier to find since
they are displayed on the friend session list. And once students successfully bind their WeChat account with
Moodle, they can automatically log into Moodle within the WeChat built-in web browser. They could simply
click the Templated Messages and will be redirected to the destinations if they want to have further
interaction with Moodle. The following Figure 2 shows the basic structure of advanced integration.

G WeChat Mobile Application
Q9

Mobile Device l

Work as Standard Message Receiver WeChat Official Account
and Account Binding for Auto login Service Account

o
Moadle Standard @
loodle Standars Plugin : WeChat Service
Message System Moodle Master Sever and Message Output

Figure 2. The basic structure of advanced integration

2.3 Stage3: Installing Plugins to Increase Student Viscosity

There are tons of Moodle plugins with various functions. At this stage, we install two essential plugins to

increase student viscosity by sending notifications and internal emails.

1. Plugin “Reminder” There are already a large amount of notification services embedded within the
standard Moodle package. But there is still a long way to go before it reaches perfection. “Reminder”
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provides five new types of event notifications: Site, Student, Course, Group, and Activity events.
Administrators can configure how many weeks, days or even hours in advance to send the event
notifications. Once the administrators or teachers add any date and time requirements to the site, courses
or activities, Moodle will automatically create an event in the calendar, and students can create event for
themselves on the calendar as well. The Reminder plugin will automatically send notifications in
advance. And this kind of notifications is sent to a specific group of students by WeChat Templated
Message.

2. Plugin “Email” The Moodle internal message system can send messages to any student over the site,
which can cause tremendous disturbances to students since there is a lack of traffic management. What
is more, the message system provides only plain text message editor, and is unfriendly for sending
attachments. The “Email” plugin is an excellent alternative to solve this problem. With this plugin,
students can only send emails to each other within the same course or even the same group. Students
can send email without knowing the actual email address of the others. The Email is sent by names,
groups, and teachers can send to a group of selected students within a course easily with attachments.
The interface of this internal Email is clear and resembles normal email service with a powerful text
editor which supports the modification of text font, size, and audios, videos, pictures and links can also
be embedded. What’s more, the internal email can push a notification in the form of Templated
Message which can be read directly on students’ WeChat.

With “Reminder”, Moodle can automatically notify students for any event that has been set. “Email” can
help administrators or teachers to send messages and attachments manually to a selected group of students.
The Templated Message helps push notifications to students’ WeChat, thus increasing student viscosity.
Figure 3 shows the basic structure of this integration after installing “Reminder” and “Email”.

Mobile Device

=

Moodle Standard [
Message System Plugin : WeChat Service

and Message Output

Moodle Master Sever

Plugin : Reminder Plugin : Email

Figure 3. The basic structure of the third integration after installing “Reminder” and “Email”

3. IMPLEMENTATION OF THE MOBILE LEARNING ENVIRONMENT

To examine students’ usage and their perceived usefulness of the mobile learning environment we proposed,
we collect data from Baidu Statistics and questionnaire. Data stored in Baidu Statistics is used to explore
students’ usage of the learning environment and the questionnaire is aimed to check students’ perceived
usefulness on the mobile learning environment.

3.1 Context

Zhaoging Medical College is located in Zhaoging City, Guangdong Province, China and has been adopting
Moodle since 2007 in order to support online teaching and learning. In around 2013, due to the immediate
popularity of WeChat in China, we tried to integrate WeChat with Moodle to create a mobile learning
environment for students. Baidu Statistics is a professional website traffic tracking and analyzing tool
developed by Baidu, Inc. By using this tool, some basic information about students accessing the website can
be obtained, such as the types of devices they are using, what kinds of web browser they are using and what
time they access the website in a day etc.
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To answer the third research question, we asked students’ perceived usefulness of the mobile learning
environment. In fact, the question is from a questionnaire on students’ learning style. The students who
completed the questionnaire are in their first and second year and finally we collected 3690 feedbacks.

3.2 Students’ Usage of the Mobile Learning Environment

As shown above, the evolution of our mobile learning environment is divided into three Stages, Stage 1 is
from December 2014 to November 2015, Stage 2 is from December 2015 to April 2016 and in May 2016 the
development of the learning environment came into Stage 3. The following Table 3 presents the percentage
of different devices that students use to access Moodle and total pages viewed in different stages.

Table 3. Percentages of devices used to access Moodle and pages viewed in different stages

Total PV Computer Mobile Device
Stage 1 7705722 68.87% 31.13%
Stage 2 6318410 62.66% 37.34%
Stage 3 892956 63.40% 36.60%

At Stage 1, the percentage of mobile devices is 31.13%, 37.34% at Stage 2 and 36.60% at Stage 3.
Overall, from the figures we can identify that the percentage of mobile devices used to access Moodle is
increasing.

Table 4 shows students’ specific way to access Moodle, from the Table it can be found that the
percentage of WeChat at Stage 2 is higher than that at Stage 1, which means that students are getting more
accustomed to log in directly via WeChat, but the percentage is rather smaller compared with that of “Direct
Visit”. However, the “Direct Visit” figure is actually not what it shows. At stage 1, we send students group
message with a link named “Read more” at the end of message, and by clicking the link, the students will be
redirected to Moodle. Baidu Statistics can identify the whole process and regard it as access via WeChat
instead of “Direct Visit’. At stage 2, a Moodle plugin is developed to integrate with WeChat Service Account.
The mechanism is much different from that at Stage 1. The redirection process at Stage 1 is avoided at Stage
2. Because of the customized Templated Messages are pushed by Mooadle, if students access Moodle via
built-in WeChat browser, then the traffic generated in this process will be categorized in the “Direct Visit”
rather than in WeChat. Therefore, in fact, the percentage of access via WeChat at Stage 2 is actually much
higher than 8.22%.

Table 4. Students’ specific way to access Moodle

Averagg\l}/lonthly Direct Visit Search Engines WeChat Email
Stage 1 642143 59.26% 28.6% 6.58% 0.3%
Stage 2 1263682 54.18% 36.23% 8.22% 0.02%
Stage 3 861424 62.07% 33.79% 2.31% 0.05%

Figure 4 presents students’ daily access to Moodle by mobile devices and computers in the three different
stages, from which we can see that the percentage of mobile devices is lower in contrast to that of computers.
What is motivating is that the percentage of mobile devices in Stage 2 is increasing, partly because the more
advanced integration introduced above and students getting used to accessing Moodle directly via WeChat.
Stage 3 has only been available for students for less than two months, therefore it is sound that we neglect the
usage and access in this stage. From 6 to around 9 in the morning, the percentage of mobile devices is higher
than that of computers, most of students wake up at this time and check their WeChat messages. Though
some students’ primary intention is not to check the messages sent by teachers, yet WeChat does offer the
possibility for students to check messages from teachers after they finish reading messages from other
sources. And this possibility barely exists in case we integrate specific application instead of WeChat with
Moodle.
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Figure 4. Students’ daily access to Moodle by mobile devices and computers in the three stages

3.3 Students’ Perceived Usefulness of the Mobile Learning Environment

In order to learn students’ perceived usefulness of the mobile learning environment, we conducted a survey
on 3690 students in Zhaoging Medical College. We use a 5-point Likert scale(Dawes 2008; R. R. Gliem & J.
A. Gliem 2003) to examine students’ perceived usefulness. The item is “I think the integration of WeChat
with Moodle is very helpful for my learning”. However, it should be noted that the item we presented here is
only part of a complete questionnaire. Figure 5 shows the results of students’ perceived usefulness of the
mobile learning environment.

Students' perceived usefulness

STRONGLY DISAGREE | 1.50%
DISGREE 9.20%
NEUTRAL 34.10%
AGREE 43.30%
STRONGLY AGREE 11.90% ‘
|

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

Figure 5. Students’ perceived usefulness of the mobile learning environment

From the result we can find that over a half of students think the integration of WeChat with Moodle very
helpful for their learning.

Besides, during our daily teaching, we have informal interview with students asking their opinions about
our mobile learning environment, most of the students think highly of it. For instance, some students state
that “compared with other way of accessing Moodle, WeChat is more convenient and useful”.

4. CONCLUSION

In this paper, we propose a totally different way of creating mobile learning environment. Rather than
developing a new application, we integrate WeChat with Moodle instead. The new integration is more
convenient for both teachers and students. The design and evolution process can be categorized into three
different stages, namely, Stage 1, Stage 2 and Stage 3.
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At Stage 1, WeChat OA Subscription Account works as mobile portal for Moodle. Students can subscribe
to an official account and receive group messages every day by scanning a QR code with WeChat. But since
there is no student authentication mechanism for Moodle at this Stage, the students would have to type into
name and password to login to Moodle. At Stage 2, we make major updates by binding Moodle and students’
WecChat profile together, thus making the automatic login without authentication a reality. What is more, we
replace Subscription Account at Stage 1 with Service Account. A more powerful messaging function called
Templated Message is contained in Service Account. More importantly, the Service Account is displayed
directly on the friend session list, which makes it more like a normal message from friends and easier to open
with fewer screen touches. Therefore, effective arriving rate of messages is much higher than that at Stage 1.
At Stage 3, we install two essential plugins to increase student viscosity by sending notifications and internal
emails. With “Reminder”, Moodle can automatically notify students for any event that has been set. “Email”
can help administrators or teachers to send messages and attachments manually to a selected group of
students. The Templated Message helps push notifications to students” WeChat, thus increasing student
viscosity.

From the data stored in Baidu Statistics, it is found that with the evolution of mobile learning
environment, students become more inclined to log into Moodle directly via WeChat. And over a half of the
surveyed students have a high perceived usefulness of the mobile learning environment.
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ABSTRACT

This paper describes an innovative model of teacher professional learning that has evolved over a decade. Working in a
range of different school contexts, in conjunction with an ongoing engagement with the research literature, has enabled
the development over three phases of a robust, yet, flexible framework that meets teachers’ expressed needs. At the same
time, the framework helps to shift their pedagogical orientation, as the learning design supports school-focused,
job-embedded teacher professional learning, which challenges more traditional instructional environments by infusing
digital technologies and other elements of 21% century skills into teaching and learning. Building on this experience the
paper then reports the most recent phase of designing and developing a Massive Open Online Course (MOOC), which
could potentially enable the massive scaling up of access to this already validated model of teacher professional learning.
Finally, we discuss the importance of maintaining key elements and signature pedagogies in the design of MOOCs for
teacher professional learning, and conclude with early lessons from this latest work in progress.
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1. INTRODUCTION

Today’s world is rapidly changing. We live in a period of major technological change where a number of
grand challenges such as climate change, unsustainable population growth and the future of work require
critical thinking and creative solutions. More than ever, we need to ensure that all students have the
knowledge, skills, abilities and competencies to be successful in the 21st century. A range of “21st century
skills” (often referred to as “Key Skills” or “Key Competencies”, (e.g. ETA, 2010; OECD, 2005), have been
identified as necessary to prepare students to live, work and thrive in a digital society. They include skills
such as critical thinking and problem-solving, communication, collaboration, self-regulation and information
management (e.g. Binkley et al., 2012). The ability to use digital technology effectively and reflectively is
identified as a key competence in these initiatives, each of which stresses the potential of technology to
transform the learning experiences of students by helping them become engaged thinkers, global citizens, and
active learners in collaborative, social learning environments (Butler & Leahy, 2015).

Teachers in today’s classroom must not only be prepared to use technology; they must also know how to
use technology to support student learning. According to UNESCO (2008), these have become “integral
skills in every teacher’s professional repertoire” (p.1). The importance of developing these skills cannot be
emphasised enough, especially when one considers that teacher quality, not funding, has been found to be the
determinant factor among conditions that support the performance of the world’s best education systems
(Barber & Mourshed, 2007). How then do we go about ensuring that teachers have these skills? We know
that teaching and learning is complex. Therefore, it should not be a surprise that efforts to integrate new
digital technologies add to this complexity. In addition, we know that the introduction of new technology into
a learning environment does not by itself lead to changes in learning outcomes (Dynarski et al., 2007). Nor
does it mean that educators will meaningfully integrate technology into teaching and learning (e.g. Russell et
al., 2003) or develop innovative teaching practices (Fullan & Langworthy, 2014). Instead, past experience
has taught us that new tools can easily be used to reinforce or perpetuate traditional teaching methods (e.g.
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Law & Chow, 2008). Moreover, what the research shows is that how technology is used determines whether
or not its use affects learning outcomes (e.g. Higgins et al., 2012).

There is growing consensus among education leaders and researchers worldwide that both teaching and
learning need to change to help students develop the skills they need to succeed in the complex, globally
connected world of the 21st century (e.g. Ananiadou & Claro, 2009). Specific goals for 21st century teaching
and learning are now commonplace and while these goals vary across countries, common themes include
problem-solving, teamwork, and the use of technology to support more impactful learning. Despite this,
teachers rarely have access to specific guidance or support on how to make 21% century goals come to
fruition in the classroom. There is a significant gap between the goals for 21st century teaching and learning
and well-designed teacher professional learning programmes to develop these skills. Faced with this reality,
the challenge is to design professional learning experiences for teachers that enable them, in turn, to design
learning activities that enable their students develop the dispositions, skills and competencies required to live
and thrive in the 21st century.

2. DEVELOPMENT OF A TEACHER PROFESSIONAL LEARNING
SCALABLE MODEL

In this paper and against this backdrop, we report the development of a scalable model of teacher
professional learning in Ireland, which has been developed and has matured across three phases, over nearly
a decade. We begin by outlining how this approach was developed in a single secondary school engaged in a
global project in Phase 1 (2007-2010) and then how building on the success of Phase 1, the initiative
expanded to district level in Phase 2 to include eight more schools (2009-2013). Across both phases, the
programme of professional learning developed was school-focused, job-embedded and directly related to the
teachers' experiences along with their stated needs and interests. In response to an expressed desire among
school leaders and teachers alike, it was also directly linked to a university postgraduate accreditation process
(Butler & Leahy, 2010; 2011; 2015). Finally, Phase 3 concerned the design and development of a MOOC
which has the capacity to engage teachers globally (2014-to date).

2.1 Phase 1 - Designing a Teacher Professional Learning Framework

The ‘Innovative Schools Programme’ (ISP) was a Microsoft Partners in Learning initiative that sought to
support teachers around the world as they transformed traditional schools into providers of innovative
learning experiences, that prepare students for the 21st century. This initiative was implemented in different
ways across 12 pilot schools worldwide, as each school was encouraged to select reform goals that were
appropriate for its local and national educational context. In Ireland, the focus was placed on the integration
of digital technologies into teaching and learning in the secondary sector. The main objective was to design a
framework for the professional learning of teachers in a secondary school. This approach was considered
particularly important in Ireland because rigid state standards and a traditional exam-based system of
education at secondary level constrain teachers’ ability to change their instructional practices. It leaves them
with little time or flexibility to introduce new ideas or practices. The school, the ISP program manager in
Ireland and the national evaluators (Butler & Leahy, 2010; 2011; 2015) saw the ISP as a means to make a
very rigid system more flexible through the use of digital tools.

Prior to the ISP, training had been provided to teachers in the school in the use of a variety of applications
and a range of hardware. There was also a strong culture of peer support within the school. However, the
training tended to be “technocentric” as the focus was on the “technology” and the acquisition of skills and
the development of products for teaching rather than reflection on possible new pedagogical practices.

As national evaluators, Butler & Leahy realised the need not only to work closely with teachers and
school management to shift this focus but also to concentrate on the teachers’ beliefs and values as the
starting point. This was because research evidence has repeatedly identified a teacher‘s pedagogical
orientation as a dominant factor in how they use ICT in their classroom (e.g.; Law et al., 2008; Shear et al.,
2011). Research has also demonstrated that professional development programmes are most effective when
they are embedded into teachers' professional lives and communities within the school (Darling-Hammond et
al., 2009), are focused explicitly on local goals for student learning (e.g. Darling-Hammond, 1993), and
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grounded in collective discussions of classroom practice (Warren Little, 2003). To this end, a key feature of
the professional learning programme was that it was both directly related to the teachers’ stated needs and
experiences and anchored in the meaningful context of their own classroom practices. Previous experience in
developing a model of professional learning had led to the realisation that in order to change classroom
practice teachers need to ask questions about their existing classroom practices (Butler, 2004). To do this, it
was critical that the teachers in the school were challenged to question their practice. The Learning
Activity/Student Work (LASW) framework developed by Stanford Research Institute as part of the ISP
(Shear et al., 2009) provided this context. The framework enabled the teachers to design learning activities in
which they embedded 21st century learning principles, develop the meta-language used to describe such
learning environments as well as reflect on their teaching and the assignments they set their students (Butler
& Leahy, 2010; 2011; 2015). Finally, as requested the programme was directly linked to a university
postgraduate accreditation process.

2.2 Phase 2 — Evolution of the Peer Coaching Model

Observing the changing nature and more innovative practices during Phase 1 that occurred as a result of
engagement in the professional learning programme, management requested that the programme be expanded
to district level. In consultation with Butler & Leahy, they decided to invest funding into the professional
learning of a group of teachers in schools across the district. It was perceived that these teachers would
become peer coaches and promote the creative integration and use of digital technologies in teaching and
learning among teachers at their schools. The target group identified to become peer coaches were the ICT
coordinators from schools across the district. Traditionally, the role of ICT coordinator was associated with
ensuring that hardware was in working order or at best supporting the development of teachers’ technical ICT
skills. However, in agreement with district management, this role was redefined whereby ICT coordinators
were now expected to support innovative and emerging new pedagogies and technologies to facilitate student
learning and the development of twenty-first century skills. Management also requested that formal
accreditation would continue to be a feature of the programme. In response, the Digital Learning Peer
Coaching (DLPC) programme was developed with 12 teachers participating over two school years
(2009-2011).

2.3 Impact of the Professional Learning Model

Across Phase 1 and 2, teachers, school leaders and management initially tended to view digital technologies
as tools to support traditional practice. However, through participation in the programme, their understanding
shifted and they began to perceive digital technologies as tools that facilitate more progressive classroom
practices and the development of their students” 21* century skills. Evidence of this change and enhanced
quality of education is found in the national evaluation reports of the ISP (Butler & Leahy, 2008, 2009) as
well through analysis of the coursework and final dissertations produced by teachers participating in the
postgraduate diploma (Butler & Leahy, 2015). Together, they demonstrate that the overriding impact of the
programme was to move teachers “out of their comfort zones” (Butler & Leahy, 2015). Traditional
assumptions, beliefs and classroom practices of all the participating teachers, coaches and coaching partners
were challenged and they began to focus on more innovative approaches to student learning with increased
integration of digital technology in the classroom. This was evident by the emergence of the following trends
in classroom practices:

Student-centered learning

Project based learning rather than discrete lesson plans

Students working collaboratively in groups rather than individual learning

Focus on learning not on subject “content”

Awareness of / designing lessons with opportunities for students to develop 21% century skills
Increase in teacher confidence to use a greater range of pedagogical strategies / digital technologies
Collaboration across and between subject departments / ripple effect
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The shift in pedagogical orientation along with increased use of digital technologies in learning and
teaching had a positive impact on student learning, resulting in learners:

taking control of their own learning

having greater ownership of the learning activities
demonstrating more engagement / participation
increased collaboration

being active rather than passive in their learning
taking on new leadership roles

This change is encapsulated by a peer coach as follows:

I really believe that during this process we have analysed these 21% century skills, probed
how we can bring them to the fore in our learners and prove that they possess these skills
while using ICT to make learning more interactive, exciting, independent and engaging.
(Butler & Leahy, 2015)

From this, it is apparent that the model of professional learning resulted in a shift in the pedagogical
orientation of the teachers who were involved in the programme. It enabled the participating teachers to
design learning environments which were more student-led and characterised by the use of a range of digital
technologies supporting an enquiry process that demanded the use of essential skills such as knowledge
construction, problem-solving and innovation, self-regulation, skilled communication and collaboration. This
is a significant move away from the narrow exam drive focus towards a knowledge deepening approach
(UNESCO, 2008, 2011).

2.4 Problems of Scalability

Although the developments and findings outlined above were encouraging, the issue of scalability has become
increasingly problematic. Policy decisions in relation to the development of a range of “21st century skills”
(NCCA, 2009) as well as the ability and the need to use digital technology effectively and reflectively in Irish
schools, has led to ongoing demands to extend the model of professional development. In particular, the
launch of the Digital Strategy for Schools (DES, 2015) identifies “a need to ensure that ALL teachers are
equipped with the knowledge, skills and confidence to integrate ICT into their practice” (p. 7). There has also
been ongoing international demand to facilitate workshops, many of which could not be sustained (e.g.
Finnish Board of Education, Microsoft’s Global Educator events, Jordan’s Teachers’ Institute). As a way of
addressing this problem of scalability, the possibility of using a MOOC format was considered.

2.5 Phase 3 — Scaling the Model of Professional Development

The research literature to date suggests that MOOCs are most appropriate for those learners who already hold
an undergraduate college degree or higher (e.g. Ebben & Murphy, 2014). While MOOC completion rates are
low, prior level of schooling is considered a predictor of achievement (Greene, Oswald, and Pomerantz,
2015); thus suggesting that teachers completing a MOOC for professional development might be more likely
to complete it rather than other participants (Hodges et. al., 2016). In fact, Lauillard (2016) considers the use
a MOOC as a medium for the continuing professional development of teachers as “a perfect fit” (p. 7).
Therefore, coupled with the growing number of open solutions targeting schools (e.g. ICEF Monitor, 2016;
Vivian et. al, 2014), it was a logical step to investigate the use of a MOOC to scale the model of teacher
professional learning we had developed to date.
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3. WHY A MOOC?

Although there are issues around completion and accreditation, MOOCs are now recognised as a valid form
of professional learning in a number of professions. They have the potential to attract large numbers of
learners, particularly highly qualified professionals to participate in free education programmes (Laurillard,
2016).

MOOCs can be defined as “typically involving structured and sequenced teacher-led activities (e.g.
videos, readings, problem-sets) coupled with online assessments and usually some venue for student
interactions such as a discussion forum” (Greene et al., 2015, p.927). Participants can thus interact with the
content at their own pace over a period of time (Jobe, Ostlund and Svensson, 2014). When accessed in this
way, MOOCS are referred to as XMOOCs. In contrast, MOOCs which place more emphasis on connecting
with learners through blogs and forums rather than on structured resources are referred to cMOOCs
(McGreal et al., 2013 in Jobe, Ostlund and Svensson, 2014). They are designed so that learners can learn
“through practice (construction and responding to feedback), discussion (comments and conversations) and
production (negotiating an output for evaluation by others), making it a complex and valuable learning
process” (Laurillard, 2016; p. 16). There is a growing interest in how MOOCs can support teacher
professional learning (e.g. Hodges, Lowenthal and Grant, 2016). In this regard, the xMOOC format may
work well at scale by providing a mix of presentations such as videos and digital resources, automated
assessment, peer-assessed assignments and peer discussions (Conole, 2013 in Laurillard, 2016). Thus, a big
part of developing an xMOOC is the design and development of such assets (i.e. video, presentations,
discussion topics etc.), as ultimately participants will interact with these during the course. However, the
likelihood is that these assets may not provide sufficient opportunities for teachers to interact in a meaningful
way with the content or with other learners. The challenge is therefore to design learning experiences that
support large numbers of teachers to engage in a model of co-learning which as stated by Avalos, 2011
involves:

networking and interchanges among schools and situations and is strengthened in formalised
experiences such as courses and workshops that introduce peer coaching or support
collaboration and joint projects ...the lesson learned is that teachers naturally talk to each other,
and that such talk can take on an educational purpose. (Laurillard, 2016; p.3)

Cognisant of the research and taking into consideration our experiences in Phase 1 and 2, we strove to
design a MOOC that could reach large numbers but also provide opportunities for teachers to learn through
practice, discussion and production (Laurillard, 2016). In this sense, we wanted teachers both to try out ideas
in their classrooms and report back on their experience. We wanted to promote critical reflection and
discussion as well as providing opportunities for teachers to share ideas and resources. Incorporating these
elements would we believed result in scaling the model of teacher professional learning we had developed to
date, that is, contextualised and meaningfully rooted in classroom practice. We are critically aware that that a
community of practice needs to be built up around a MOOQC, as against individuals just working through
things on their own.

3.1 Towards Building a MOOC

After a period of research and negotiation, funding was secured from Microsoft to design a MOOC. The aim
of the MOOC, which we entitled the 21CLD MOOC, was to scale the model of professional learning
developed in Phase 1 and 2. It would thus enable teachers to examine and change their own classroom
practices, as they relate to innovative uses of digital technologies to support their own and their students’
learning and the development of 21st century skills. Working with partners from the wider university and in
the SME sector, we accordingly began the design process.

In keeping with Phase 1 and 2, a central feature underpinning the MOOC design was the tenet that when
teachers’ pedagogical orientations are driven by understandings of 21st century learning, they take on a more
facilitative role, provide student-centred guidance and feedback, and engage more frequently in exploratory
and team-building activities with students (Shear et al., 2011). Findings in Phase 1 and 2 were that the
changes observed in the teachers’ pedagogical orientation and the emergence of a culture of self-evaluation
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among the teachers was directly attributed to the use of the Learning Activity/Student Work (LASW)
framework (Shear et al., 2009) which was introduced as part of the coursework. Comprising of a set of
rubrics that describe key dimensions for innovative teaching and learning: knowledge construction,
collaboration, problem solving and innovation, self-regulation, skilled communication and the use of ICT for
learning; the LASW framework enabled the participating teachers to design learning environments which
were more student led and characterised by the use of a range of digital technologies supporting an enquiry
process. Teachers’ claimed the framework had both increased their understandings of the principles
underpinning 21st Century learning and also led them to reflect on their own understandings and assumptions
about the learning environments they designed for their students.

I look at the assignments | give the students in a different way.... My objectives are now to
improve student engagement and understanding. | want the students both to exercise logical and
creative thinking and at the same time gain 21st century skills such as problem-solving,
collaboration and self-evaluation. (Butler & Leahy, 2015, p. 341)

To this end, rooted in the LASW Framework (now called 21CLD), we designed an eight-module,
self-directed course to be a core component of the MOOC design. These modules explore what learning
looks like in the 21st century and how innovative teaching practices can support student learning to develop
the key 21st skills of collaboration, knowledge construction, self-regulation, problem-solving and innovation,
skilled communication, and the use of ICT for learning. As well as defining, explaining and illustrating each
of the skills, an integral part of each module is an ‘in action’ video in which teachers from across the world
showcase how they have embedded a specific skill in their classrooms. Each of eight teachers from countries
such as Finland, Canada, South Africa and Australia designed extended learning units for their students
which focus on the development of 21st century skills while also embedding the use of a range of digital
technologies. As well as illustrating a particular skill in action, these videos are also intended to be the focus
of discussions in which participant teachers analyse and reflect on the learning observed in each classroom.
Teachers are also asked to share ideas as to how they could design learning activities for their own
classrooms, which incorporate the development of 21st century skills.

While the modules we developed provided the content for a MOOC that could support the process of
self-reflection on classroom practice, we face two key challenges in the implementation of the 21CLD
MOOQOC. First we are concerned about how to maintain focus on the job-embedded, needs driven nature of the
original model of professional learning. Cognisant of the reality of what works in one school does not
necessarily work in another, in Phase 1 & 2 we had provided opportunities for teachers to debate and
contextualise how to design learning activities for students which embedded the use of digital technologies as
well as the development of 21% century skills.

But, to get people to think about assignments, project based learning...to open people’s minds,
and the reason why it was so good from the professional learning point of view was because all
the different subject areas had something different to bring to the table... people realised that
although they see themselves as teachers of a particular subject, they’re not really. That we’re all
part of the one group, and that we’re all basically should be aiming towards this 21st Century
education providing that for our students, as opposed to just teaching English, Irish, Maths or
whatever it happens to be. (Butler & Leahy,2015, p.330)

We had also provided the structure to enable strong collaboration:

It afforded me the opportunity to engage with my peers in a very meaningful way. We had never
engaged in deep discussion on the teaching and learning of our subject content or on the pressing
need to update our methodologies and perceptions.... (Butler & Leahy, 2015, p.342)

The second challenge we face in the implementation of the 22CLD MOOC, is therefore how to recreate
the collaborative nature of peer-coaching and develop the communities of practice that can sustain the culture
of self-evaluation which occurred in Phase 1 & 2. In an effort to address these challenges, we have built into
the design of each module some opportunities for “more collaborative and constructivist engagement with
teachers” (Laurillard, 2016, p.3). For example, with the use of forums, rather than the typical MOOC forum
format which tend to be used for question-and-answer (Hollands & Tirthali, 2014), we have framed focused
questions related to the design of learning activities to promote what Laurillard (2016) refers to as

155

www.manaraa.com



ISBN: 978-989-8533-58-6 © 2016

“co-learning”. However, for this co-learning to be meaningful we are aware that the forum discussions will
need to be moderated and supported by other means such as synchronous “live” sessions as well as working
online asynchronously. In addition, and in keeping with “the cMOOCs focus on community building, social
interaction [and] peer review” (Jobe et al., 2014, p.1581), we want participants to be able to work in peer
groups, sharing experiences, ideas and expertise. This also aligns with our job embedded approach that
recognises the value of the experience and expertise that teachers can offer each other (Butler & Leahy,
2015).

Finally, the notion of a MOOC is constantly evolving. It has recently been claimed that a mandatory
design principle for a MOOC to be successful as a form of professional teacher development is that it offers a
certificate/digital badge that clearly recognizes and validates the accomplishments of a learner. Indeed, a
preferred design element in a massive course would even be university accreditation (Jobe et al., 2014,
p.1583) as this would address the issue regarding the acceptance of accomplishments by employers. Some
(see Bang et al, 2016) are proposing that layers be built on top of existing MOOCSs so that different audiences
can have different experiences. Using this concept and incorporating it with our own experiences of
designing the professional learning model in Phases 1 & 2 we have envisioned how a series of layers could
be built around the 21CLD MOOC assets (see Figure 1).

I
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+ 21CLD MOOC with ||+ Recruitment and i HH
B orcra™ I twaining of loca Online Facilitated
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+ Organise educator ||+ Quality control [F— 5 —
accreditation provided on sample — W i
basis l ; :

Figure 1. Possible ways that the 21CLD MOOC can be developed

Constructing a series of layers will ensure that teachers can interact with the MOOC assets in a variety of
ways, ranging from self-study to a blended accredited model and this will very much depend on what type of
learning experience they wish to have. To this end, we are currently working with several potential partners
to build a range of social structures and supports to ensure the scalability of the 21CLD MOOC model by
embedding it within the existing structures across the education landscape in Ireland. In addition, discussions
are already advanced within the university to extend the previously accredited face to face model to the
21CLD MOOC structure.

4. CONCLUSIONS

Currently, any teacher can access the MOOC assets developed for the eight modules of the 21CLD course on
the Microsoft Educator Platform and over 10,500 have done so in the five months since its launch in
February 2016. However, the content has not, as yet, been designed or hosted on a MOOC platform. The
next phase of development is to take these assets and to relocate them on a MOOC platform where we can
build learner experiences that relate to the layers outlined in Figure 1. Ultimately, we want to design a
MOOC learning experience that resembles the deep professional learning experiences observed in Phase 1
and 2, so that we “create equitable, dynamic, accountable and sustainable learner-centred digital learning
ecosystems” (Incheon Declaration Education 2030, 2015). Among the greatest challenges going forward will
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be to design the social supports within the MOOC structure to sustain the collaboration, dialogue and
ongoing reflection that is necessary for the changes in pedagogical orientation and classroom practices
(which were observed across phases 1 and 2). In this sense, although the 21CLD resources are now available
to a world-wide audience, we have still to develop ways that the school-embedded, job-focused model of
teacher professional learning can be scaled effectively so that the teacher professional learning experience is
contextualised and rooted in classroom practice. The need for this transformation from simple “resources” (or
artefacts) into a dynamic, ongoing “process” is the next challenge in the development of this MOOC to
support a scalable and sustainable model of teacher professional learning.
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ABSTRACT

In this study, we explore the possibilities of utilizing and implementing an e-Education platform for Indian school-level
curricula. This study will demonstrate how the e-Education platform provides a positive result to the students' learning
and how this tool helps in managing the overall teaching processes efficiently. Before describing the overview of this
e-Education methodology, the current Indian education policies, and the curriculum implementation strategy in
School-Level education will be discussed. We will extend our opinions on current state-of-the-art e-Learning
methodologies employed in Finnish educational institutions and pursue a comparative study on Indo-Finnish education
systems. In this paper, our views on the appropriateness of the developed platform (ViLLE e-Education Platform) towards
Indian elementary-level curricula and its foreseen implementation impacts will be presented. At last, we will show that
the chosen approach is green, environment-friendly, and highly aligned with the roadmap of reducing and eliminating
paper consumption in academic institutions in the future.
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Minimum Level of Learning, e-Education, e-Learning, Educational Technologies, Green and Environment-Friendly
Teaching

1. INTRODUCTION

India is the most populous country (Demography of India, 2016), approx. 1.21 billion populations,
distributed in 36 states and union territories. 40% of the population, i.e. approx. 480 million (more than 80
times population of Finland) are under the age of 19. The age structure demographics of India also illustrate
that 31.2% of the population lies in between 0 to 14 years age group (Demography of India, 2016). The
government of India has put a stronger emphasis on School-Level education. The Digital-India initiatives,
recently launched by Prime Minister of India, has been foreseen to facilitate several e-services including
e-Education improving the current digital literacy. Schools in India are continuously updating their course
curriculum for digital literacy to keep up with accelerating technological developments. There is a national
organization that plays a key role in developing policies and programs, called the National Council for
Educational Research and Training (NCERT, 2016) that prepares a national curriculum framework. Each
state and the union territory have its counterpart called the State Council for Educational Research and
Training (SCERT). These are the bodies that essentially propose educational strategies, curricula,
pedagogical schemes and evaluation methodologies to the states' departments of education. The SCERTSs
generally follow guidelines established by the NCERT, however, the states have considerable freedom in
implementing the education system. Education in India is provided by the public sector as well as the private
sector, with control and funding coming from three levels: central, state, and local. Under various articles of
the Indian Constitution, free and compulsory education is provided as a fundamental right to children
between the ages of 6 and 14. The economy of India is progressively growing, and national policy is to build
a "Digital India’ within all the sectors (particularly Health and Education) of development.

In recent years, the impression of Finnish education system particularly in elementary-level has been
highly appreciated by Indian media (Ramrajya, 2015). Moreover, a memorandum of understanding (MoU)
between the consortium of Finnish higher education institutions and Indian Institutes of Technology
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(NT_FinnishConsortiumMoU, 2016) was signed during October 2014 for promoting mutual cooperation. Tot
and Zivkovic (2011) proposed that with the advent of modern computer and communication technology,
many computer-assisted educational tools have been developed and proliferated excessively in recent years
in both the countries. Digital technologies are being incorporated in exciting and promising ways at all levels
of education. E-Teaching, e-Content, e-Exam and e-Learning are now becoming the new trends for
technology driven education systems. The research results by Kraidy, (2002) show that the current and next
generation students are more likely to employ a digital media in their studies. To consolidate progress and to
ensure scale and sustainability, educational institutions need to review their organizational strategies, in order
to enhance their capacity for innovation and to exploit the full potential of digital technologies and the
content.

The Department of Information Technology, University of Turku has developed an e-Education platform.
The goal of this development is to realize and implement digitally the course curriculum effectively and
efficiently and to strengthen current teaching and learning practices. In this study, we will demonstrate that
the VILLE platform that our department has created can be nicely utilized in the Indian school level education
system for better learning outcomes.

Various literature (Ketamo 2002, et al Silius 2014, Soni 2010, and et al Dattatraya 2015) can be found on
the Finnish and Indian education systems independently, but a close comparative study of both the education
systems and e-Education platforms currently being employed in each of the countries are still being a subject
of research. In this paper, we begin a preliminary study for building an e-Education platform for better
learning outcomes in the Indian schools using Finnish educational technology. The paper is structured as
follows. The next two sections provide an overview of the education systems of Finland and India
respectively. Section IV illustrates a comparative study on Indo-Finnish education systems. Anticipated
Implementation Impacts and Live Statistics of Students' Submissions are respectively described in sections V
and VI. The concept of Green and Environmentally Friendly Education will be discussed in section VII.
Conclusion, Acknowledgment, and the References are the subsequent sections of the paper.

2. OVERVIEW OF EDUCATION SYSTEM IN FINLAND

In the reports published in online MBC times (MBC Times, 2015) and fairepoters.net (Fair Reporters, 2015)
during the year 2015 clearly, depicts that Finland has been classed in the top five successful countries in
offering education to their citizens. According to MBC times report, in 2012, Finland was the world
champion for providing the best education. A central objective of the education in Finland is to provide all
the citizens with equal opportunities. One of the basic principles of Finnish education is that all people must
have equal access to high-quality education and training. The same opportunities to education should be
available to all citizens irrespective of their ethnic origin, age, wealth or where they live. Some of the features
of Finnish education system (Education in Finland, 2012) are listed in bullet points as follows.

e Every pupil and student have the right to educational support.
Special needs education is generally provided in conjunction with mainstream education.
Educational autonomy is high at all levels.
Quality assurance is based on steering instead of controlling.
Assessment is part of daily schoolwork.
Teachers are recognized as keys to quality in education.

The primary-level school education in Finland begins when a child becomes 7 years old. A child below
the age of 7 years normally goes to pre-school (In Finnish: Paivakoti) where kids mostly learn during playing
and indoor-outdoor activities. The details on Finnish secondary, higher secondary and university-level
education can be studied online (Education in Finland, 2012).

3. INDIAN EDUCATION SYSTEM

The report entitled as Learning Indicators and Learning Outcomes at the Elementary Stage (NCERT, 2014)
published by NCERT in the year 2014 emphasizes that Access, Equity, Quality, Governance are the four core
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priorities of education policies in the Indian elementary level school curricula. The present curriculum is not
only prioritizing these four areas but also putting a great emphasis on improving learning outcomes at all
levels. Various educational surveys, collected data over the years indicate that learning achievements of
children in different subjects at the elementary stage such as languages, mathematics, science and social
sciences are not up to the expected level. The reports (NCERT, 2014) of joint review mission for SSA (Sarva
Shiksha Abhiyan- in Hindi) of last few years also mentioned that the learning levels of children are not up to
the desirable level in spite of all the efforts made by the states such as timely availability of textbooks and
other learning materials, training of teachers and teachers’ support material, regular monitoring, and so on.
The reasons behind the poor level of learning and not to achieve the expected level are not scopes of this
paper. Instead, this requires an extensive research for the educational board of India. However, we emphasize
here the use of electronic media, effective teaching tools, and up-to-date online course management system
must enhance the learning levels of the children.

4. COMPARISON OF INDO-FINNISH EDUCATION SYSTEMS

The comparison of Indo-Finnish education systems is shown in Fig. 1. Six primary attributes- education
policy, keywords, fees, education objectives, structure and electronic media are compared to both the
education systems. High-quality education is the priority in the Finnish policy level whereas national
progress, and national integrity is the preferences in the Indian education policy. Governance versus
internationalization are the contrast keywords for Indo-Finnish education system respectively, which clearly
depicts that India favors the good governance while Finland emphasizes on making the education more
internationalized. There is no tuition fee at any level of the Finnish education system, but on the other hand,
India has a hybrid system of tuition fees. The hybrid system implies that the tuition fee is not applicable at
the elementary and secondary level in public schools, whereas, at higher educational attainment, at least the

tuition fee is obligatory.

Education Policy

Keywords

Fees

Basic Education
Objectives

Common Structure of
Education

Use of Electronic
Mediatill secondary
Education

Finnish Education System

Providing equal opportunities for all
citizens to high-quality education and
training

Quality, Efficiency, Equity and
Internationalization

Educationis free at all levels.

The objective of basic educationis to
support pupils’ growth towards
humanity and ethically responsible
membership of society and to provide
them with the knowledge and skills
needed in life.

9+3+3, Six years of primary school (Gr.

1 to 6), three years of secondary (Gr. 7
t09), 3 years of higher seconday and 3
years of univesity education

Usually, all schools employ electronic
media such as smart boards, projectors,
computers, iPad, internet access. and
Television.

Indian Education System

Aiming to promote national progress, a
sense of common citizenship and culture,
and to strengthen national integration

Access, Equity, Quality and Governance

In public schools, the education is almost
free-of-cost while at private schools, there
is a fee.

Education liberates human beings from the
shackles of ignorance, privation and
misery. It must also lead to a non-violent
and non-exploitative social system.

10+2+3,Five years of primary school (Gr.
1 to 5), three years of upper primary (Gr. 6
to 8), 2 years of seconday (Gr. 9 and 10)
and 2 years of higher secondary and 3
years of univesity education

Average public schools still employ paper
and pencil, though many private schools
employ electronic media, however, the
trend of using digital gadgets rapidly
increasing.

Figure 1. Comparison of Finnish and Indian Education Systems, (Source: Some of the texts extracted from Documents on
Finnish National Board of Education, Finland and National Council of Educational Research and Training, India)
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5. ANTICIPATED IMPLEMENTATION IMPACTS

The Department of Information Technology, University of Turku has built ViLLE-Education collaborative
tool for innovative and efficient teaching and learning for elementary-to-higher-level study. This tool enables
instructors easily to create courses, their contents and automatically/manually graded assessed exercises of
different types. All designed course materials such as activities, tutorials, and the teaching resources can be
utilized, commented and evaluated by other teachers as well. Moreover, the platform automatically gathers
data about students’ learning behavior and creates statistics of the results automatically. This is an ongoing
project at our department. Some of the features of the platform include course rounds management, student
registration facility, and assignment management, adding and removing exercises, automatic and manual
grading system, and student performance monitoring and course statistics. The features of this platform and
foreseen learning impacts especially for elementary and secondary level students -are described briefly in the
subsequent

sub-sections.

5.1 State-of-the-art e-Learning Methods

Wilma is a popular tool for pre-school and primary schools in Finland. Wilma is capable of supporting
coordination among children, parents, and the teachers. Moodle is another most popular e-Learning tools
currently being used in Finnish higher secondary-level schools, polytechnics, and universities. Moodle stands
for Modular Object-Oriented Dynamic Learning Environment. For online collaboration and the repository of
study courses and materials, this tool works fantastically. As this is an open source e-Learning tool, many
educational institutions have been employing it. Online web surfing can find more detailed information about
Moodle. In the higher-level studies, most Finnish universities have developed their own
e-Education tool, for example, Helsinki University utilizes their own e-Education tool, known as
GreenGoblin.

At the Department of Information Technology, we are developing VILLE e-Education platform. This
platform is fundamentally based on the exercises submitted by the students, and this makes it distinct from
other learning environments such as Moodle and the GreenGoblin. Most of the exercises are automatically
assessed and they provide immediate feedback when submitted. The same exercises can be used in lectures,
homework, and exams in a randomized fashion, however, in the exam mode, the feedback is disabled by
default. For undergraduate university level education in IT, the exercises are divided into three broad
categories: coding and computer science exercises, mathematical exercises, and general exercises. All
exercises created by the editors are automatically shared with all other teachers registered into the system.
Private materials can also be attached to courses, rounds, and assignments. In addition to automatically
assessed exercises, it supports a variety of manually graded assignments and automated tasks, such as
attendances, demonstrations, file submission, study journals and course assignments. Assignments assessed
by the teacher (such as essays and class projects) can also be peer-reviewed by other students or colleagues.
The details of the developed e-Learning platform are available online at villeteam.fi/fen (ViLLE Team
Research 2016).

5.2 Foreseen Impacts on Elementary-Level Students

The learning impacts are listed as below:

e The current edition of VIiLLE platform includes several exercise sets for elementary-level courses
and secondary-level courses. The exercise sets for elementary-level such as recognizing number,
number sorting, match pairs, number line and the drilling games not only facilitate learning but
also enhance the aptitude of a child. The children learn many things in a short period of time
without thinking (by rote) more during his/her study.

e The chosen learning approach is such that children assume as if they are carrying out some kind
of fun during their study. This does not put any stress on the children mind
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e The easy-to-hard exercises such as calculate in a row, expression exercise and calculating with
whole numbers in a mathematics course for grade 1 to grade 5 enable the children to grasp and
understand required basic concepts in a very handy approach.

e The ViLLE-based teaching methodology will certainly give sufficient scopes for creative
thinking instead of rote learning. The Indian national survey also reveals that rote learning is an
evil education system (Ramyal, 2016) that does not meet the overall performance benchmark.

5.3 How ViLLE-Platform Enhances the Learning Outcomes?

The approach and methods that VILLE platform is using for enhancing the learning outcomes are listed
below.

e We have conducted an experiment et al Kurvinrn, where automatic assessment and immediate
feedback was utilized to support the learning of mathematical concepts for first-grade students.
After analyzing the result outcomes, we noticed that automatic assessment and visualization had a
clear positive impact on the learning performances of the pupil.

e Likewise, we had performed another experiment using VILLE platform et al Lokkila, where a
threshold value indicating the corresponding skill level for each of the students was assigned. This
threshold value provided by the platform gives the teachers an additional method for identifying the
students who have not yet fully understood a topic and need further instruction.

e The ViLLE platform utilizes child-centric-approach for ensuring the minimum level of learning and
to achieve the desired competence.

e The exercises at ViLLE Platform are enriched with the requirement of curriculum's basic objectives,
and the load to a child is very limited. Hence, the children do not face any difficulty in learning
Mathematics and other related courses.

e Finnish education system usually obeys activity based teaching and joyful learning strategy. The
practice exercises built on the VIiLLE platform are highly aligned with such teaching strategies.

e The course contents built on the VIiLLE platform are standard enough irrespective of the course
textbooks or the reference books employed and also regardless of professional competencies of the
appointed teachers.

5.4 Live Statistics of Students’ Submissions

Enhancing learning capability of a child is very crucial, and the learning outcome is directly proportional to
the submissions into the e-Education platform. The feature like live statistics of students’ submissions will be
very advantageous particularly in the Indian context as this would visualize a pattern for average daily,
weekly, monthly progress of the submissions, and moreover, these visual diagrams can be monitored
remotely from a server room or from the control room. The visualization is something similar to 24 by 7
stock market data or environment monitoring system. Several manipulations can be performed on the server
side to see the progress of a particular campus or a school's submissions. This feature will help a higher
authority to monitor not only the submissions by the students but also identifying lack-of-submissions zone
and the teacher's effort. A sample snapshot of live statistics taken on 19th May 2016 is shown in the Fig. 2.
The dark blue color of bar chart represents the present submission while light blue symbolizes the past
submissions. For example, in the upper left corner, the dark and light blue bars respectively denote today's
and yesterday's submissions.
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Figure 2. Live Statistics of Students' Submissions using ViLLE Platform

6. GREEN AND ENVIRONMENTALLY FRIENDLY EDUCATION

The recent trends show that the use of computers is genuinely replacing the paper-based operations in
day-to-day life. The education system is also not untouched with this phenomenon. The modern
computer-assisted educational system is becoming more sustainable and environmentally friendly, and this
practice is progressively advancing as the time elapses forward. Paper consumption is one of the most direct
and visible impacts to the environment caused by universities and academic institutions. Research (Reducing
and Eliminating Paper Consumption, 2010) shows that one ton of A4 paper is equivalent to 3.47 ton of
wood, which is equivalent to 24.29 trees. The number of paper consumption reduction and elimination
initiatives in educational institutions is growing very rapidly. With the VIiLLE platform, we have been using a
paperless transparent and effective examination and evaluation system for the students. As an experimental
data, we have saved 47 x 6 A4 size papers in a single examination. If one thousand students from all over
Finland would use ViLLE based system in education, they could save 282000 pieces of A4 paper in average
for one course. If we consider ten courses per year per student, then 2.82 million A4 sheets will be saved,
drastically lowering the environmental impact. In a similar way, other resources such as energy and materials
consumed to produce such an enormous amount of paper will be saved and the environmental impact in
production, processing, transportation and disposal can be neglected.

7. CONCLUSION

Based on the above facts, we conclude that there is a necessity to implement an e-Education platform at
Indian school-level courses for achieving expected level of learning among the children. After the
implementation, at one side, the learning outcomes of the children will be increased while at the other side,
managing the courses contents, teaching and evaluation will be much easier. The approach is green and
environment-friendly. Hence the teaching and the learning using e-Education platform will be highly
beneficial for the country like India.
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ABSTRACT

This paper describes an approach to use automated assessments in online courses. Open edX platform is used as the
online courses platform. The new assessment type uses Scilab as learning and solution validation tool. This approach
allows to use automated individual variant generation and automated solution checks without involving the course author.
The approach implementation is based in XBlock SDK provided by Open edX developers team.

KEYWORDS

MOOC, programming assignments, Scilab, automated assessment

1. INTRODUCTION

Nowadays Massive Open Online Courses (MOOCS) are trending in both e-learning and traditional learning.
One of the most popular open education platforms is edX. In June, 2013 the platform’s source code was
released on Github and everyone willing got an opportunity to deploy his own edX platform instance and
create courses there. The open-source version of the platform was named Open edX, indicating being open
software.

Typical MOOC consists of video lectures, quizzes, tests and discussion boards. The test items can be
represented by various types, for example, text input, drag-n-drop, sequence problems, and virtual
laboratories with automatic check. Also some MOOQOC-providers support more complex problems types,
where student should give an answer by uploading an artifact, such as essay, picture, etc. Student should
accomplish an assignment following to instructions given by course author and upload the outcome to the
system.

Some assignment types are difficult to assess such as programming task or modeling problems.
Generally, assessments that check modeling skills are assessed by experts (usually, teachers or assistants),
but including those types of problems in massive online courses causes some issues regarding number of
students. Since number of students grows, such types of assessments become more difficult to check due to
the number of solutions uploaded. It becomes even worse when each student is assigned a randomly
parametrized problem, though these type of problems can be graded using determined instructions in an
automatic mode.

Scilab is an open source, cross-platform numerical computational package and a high-level and
numerically oriented programming language. This package can be used to assess student skill to perform
mathematical modeling or skill to perform computing of any kind, for example to calculate matrices
parameters. Common assignment types, which can use Scilab packages as a validation tool, are mathematical
or physics problems including process modeling, programming problems that use Scilab programming
language for modeling purposes.

This paper proposes an approach to assess such assignments using Scilab as student learning tool and
student solution verification tool. The main aim of the approach is to provide individual and random
parametrization for problems.
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2. MASSIVE OPEN ONLINE COURSES PLATFORM

Open edX is a popular platform that provides possibility to hold massive open online courses. Numerous
instances are deployed all over the world and its number grows everyday.

Its main components are learning management system (LMS) and content management system (Studio,
earlier — CMS). LMS provides the learners (the students) with access to learning materials, such as video
lecture, assessments and forums. Students can pass assessments and earn grades depending on their success
using this system.

CMS is a system where course author can create courses, configuring its outline and the course structure
in general. Authors can also add video lectures using special Ul components, configure the due dates of
assessment submissions and so on.

Open edX platform support different assessment types. Such assessment types as text input, image input,
code input, sequence input, drag-and-drop input are provided. The number of them is continuously growing,
and it is possible to extend the quantity of supported components using an application programming interface
named XBlock. This interface was created by the Open edX developer team to extend support of custom
components which are not supported out-of-the-box. The most common use of this interface is
interconnection of different services. Many corporate systems have been created and have collected much
data that can be re-used. By now many systems have already developed different solutions to support
behavioristic assessments, which are not supported by Open edX, but using XBlock interface makes it
possible.

There is no support of Scilab-assessments with source code in Scilab programming languages required as
student submission implemented by Open edX team, so it may be implemented via XBlock API.

Usually, when saying the edx-platform combination of CMS and LMS is meant, but there are much more
components in there. One of them is XQueue. XQueue is a component which provides messaging services.
Messages are text strings in special format. The format of messages is defined by its users: consumer and
producer. In this paper producer is LMS and consumer is Scilab-server. The idea behind the queue is that all
the requests are performed asynchronously with the first-in-first-out principle. It also makes possible to
enqueue such operations as variant generation and submission check, and close browser pages from which
those actions were requested, as they still will be performed when the server is ready.

3. WORKFLOW SCENARIOS

General scenario may be described from two points of view: student’s point and course author (instructor)
point.

The overall idea that stands behind the process is that the system automatically validates user submissions
written in Scilab programming languages. To make it work some restrictions are to be given.

By design each student should receive individual task variant. This is possible when some rules of
generation process are provided. Describing the variant generation process is fully up to the course author. To
make the workflow easier the generation script is supposed to be written in Scilab programming language
thus making generation process and executing student code quite similar.

If no variant has been generated yet, the student receives personal unique variant. So viewing the same
problem again and again will not generate more variants for particular student, but still, each student will
have his own variant data. This is possible by storing variant data associated with particular student viewing
the task. This will also allow the student to leave the page with current task and return to it later, even using
another computer.

Student is supposed to create some artifact which represents his solution and submit it to the system. It
may be source code written in Scilab language, which may be executed to reproduce some calculations, or
models created by student and which are to be validated. Student has limited number of attempts and earns
highest grade of all his submissions’ grades.

As the student has his solution submitted he is waits until his solution is checked and validated. When the
check is performed, he can see his final grade.

Course author, at his turn, provides data and configure module for students. The two most important
aspects are task text, which is shown to students, and check instructions. Course author may also provide
instructions to generate an individual variant for each student, though this feature is optional. Author can
configure the module via special user interface. See table 1 for problem parameters.
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Table 1. Problem parameters required to configure module

Parameter Explanation

Display name Each task should have a caption which will be used in
statistical reports or other Ul-elements

Queue name The component uses XQueue as message broker, this
parameter holds the identifier to the queue where all messages
are stored

Attempts The number of attempts allowed to submit solution

Weight Weight of the task's grade

Instructor archive  File containing generation and check scenarios; a check
scenario is mandatory and a generate scenario is optional; in
case when the generate scenario is absent no variant generation
is performed

Task text Text showed to student when he opens the task page; it may
contain substitution symbols to be templated with random
parameters generated by generate script

The system requires special instructor file to be uploaded. This file is simple zip-archive which contains
generation and check instructions. As the variant generation is optional, this archive may contain no
generation instructions, so the module will not generate random data for students. Thus this module will not
communicate with other subsystems to generate a variant, though check scenario is required anyway. Both
check and generate scenarios are written in Scilab programming language to simplify the process.

4. IMPLEMENTATION

This paper describes an approach, where Scilab tool is used for assessments in online courses. While
attending an online course on modeling basics, students are supposed to come through special assessments
besides basic quizzes and tests. Students are to obtain personal task which is randomly generated for each
attendee and later fulfill task providing their own solution using Scilab package. The solution may be
represented by source code written in Scilab programming language or by a model made in XCos
environment, part of Scilab package.

Latter the solution is checked by a special service called Scilab server, using rules provided by the course
author. Scilab server is a special environment developed to handle Scilab-based assessments. This
environment is an HTTP server that uses XQueue servers as message broker and performs execution of
checking scripts.

Scilab server may be used for generating variants or checking solutions. To make server perform any
action the message is required to be sent via a message broker. This message contains details on action to be
performed with all supplementary details. For example, student script and checking instructions are necessary
to assess the solution, and for generating individual variant generating instructions are needed. The message
is string in json-format, which is passed via HTTP-request body. A javascript object encoded in this string
should contain particular fields, for example, a field describing a method to execute, as “generate” or
“check”, and submission identifier.

Scilab-server does not have ant pre-loaded instructions to generate a unique variant or check a users
solution. This make the server independent from the course author. When the server receives a message to
check or generate, it also receives instruction to perform action requested, so for generation it retrieves
generation instructions right in the message, for check it receives student solution along with checking
instructions provided by course author. Such implementation makes the server versatile, thus it can be used in
different courses no matter of assessment types and aims.

There are two types of messages implemented in Scilab server for now: a message to generate an
individual variant or a message to check user solution.
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4.1 Unique Variant Generation

The generate-message contains data required to generate an individual variant. When generate-message is
received by Scilab server, it launches a generate process which is illustrated in figure 1.

Student Open edX LMS XQueue Scilab Server

1
——

T
. . |

® solve Scilab assignment > |
|

get Scilab assignment

alt [ variant generation is not required 1

[else] |
send generate message, |
Cl

T T -=-===== T

Figure 1. Unique variant generation sequence scheme

When the student opens a problem in LMS, the system decides whether the problem need a random
variant to be generated or not. If not, the problem text is displayed as it-is without any template substitution
routines. Otherwise the system generates a new variant for the student if no variant was generated before.
Then the LMS system creates generate-message, which is sent to Scilab-server via XQueue.

First, the server extracts the contents of the instructions archive in a temporary directory on the server as
the message is received. Then the Scilab server executes the generation scenario from the archive. The
scenario name is always the same for any task. This scenario is provided by the course author and should
produce an artifact: a text file with a variant data. This file is later used to display task data in LMS and to
check a user solution. The generation itself is optional, so the Scilab server may never receive this type of
message for specific tasks.

The generation artifact is a simple text file. It may contain several text lines. Each line represent a single
parameter of the variant. For example, it may be random coefficients to solve an equation. The system does
not care about the number of parameters, as it is an agreement between the generation script and the checking
script. This text file will be passed as-is to the check script later. Also all the parameters listed in this file will
be shown to the student in the problem text with the rules described below.

As the random variant is generated it is sent back to LMS with XQueue as a broker.

4.2 Problem Text Display

The problem text is a crucial element of a problem as it describes the guidelines to follow while solving the
task. It is always up to the course author to give instructions which are comprehensible to students.

As far as the kind of problems proposed support parametrization with unique personal variant variables,
the task text should support parametrization too. Thus a simple templating system is implemented.

The variant generation should produce a text file. It may contain any number of text lines where each line
represent a single parameter. So, if the generate script creates a text file containing two lines, the subsystem
decides that the random variant has two parameters.

When a student should sees a problem text, the subsystem substitutes all special character sequences
“%s” with generated parameters. To be more precise, the first occurrence of “%s” in problem text will be
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substituted with first line of the pregenerated file, the second occurrence of “%s” will be substituted with the
second line of the file, etc.

To avoid conflicts, in case when there were some errors with comparability, for example, when the task
text was unintentionally changed or a wrong generation script was uploaded earlier, no substitution will be
performed if the number of substitution symbols and the number of generated parameters do not match.

4.3 Student Solution Check

The check process is similar to the generation process but still has some differences. It is also initiated by the
message received from a message broker, but has a different type descriptor. The message contains a check
scenario that should determine a grade for a student solution. The check scenario is a Scilab script which uses
unique variant data and a user solution. Though the generation is optional, the check scenario may use the
student solution only. The whole check process is illustrated in figure 2.

Student Open edX LMS XQueue Scilab Server

1 1
- |
check Scilab assignment |

T
|
|

check Scilab assiqnmensl | 1

|

send check message o
>

send check message
-

solution

check result

-

Figure 2. Solution check sequence scheme

When the student uploads his solutions, the checking process starts. LMS creates a message containing
data describing type of the message and student solution to be assessed. This message is sent to the XQueue
server and later to the Scilab-server.

When the check message is received the server extracts a user solution to temporary directory. If the
student solution contains any executable Scilab script, it is executed, though the student solution may contain
no scripts at all. That may happen when the task outcome is model created with XCos, then no user script is
executed. After that Scilab server creates a file with pregenerated data, if this task needed generation,
otherwise this step is skipped. Finally the check scenario is executed. It is written by the course author so it
may optionally use pregenerated unique variant data and must validate the user submission. A grade allowed
is a real number between 0 and 1.

As the server generates the answer message containing students grade and some additional data, for
example, a feedback message, it is sent back to LMS via XQueue, in the reverse way as it was received.

4.4 Examples

For example, there is a task requiring a student to solve a linear equation ax+b=0. Each student is provided
by randomly generated coefficients a and b. The task is to submit a file containing source code written in
Scilab programming language that calculates variable x within specific precision and outputs this value into a
file.
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Generation instructions are shown below.

// Generation instructions

// Initialize random generator

seed = getdate("s");

rand ("seed", seed);

// Generate individual variant

a = rand() * 2 - 1;

b = rand() * 2 - 1;

// Save variant

fd = mopen("./generate result", "w");

mfprintf (fd, "$f\n%f", a, Db);

mclose (fd) ;

The generation script randomly generates real numbers for a and b between -1 and 1 and outputs them
into a file. The file created is latter used as variant data in the checking scenario or in LMS to display the task
text to student.

A sample of the task text is shown below.

<p>Solve an equation [mathjaxinlinel]lax+b=0[/mathjaxinline], where:
[mathjaxinline]a = %s[/mathjaxinline], [mathjaxinlinel]b =
%s[/mathjaxinline]</p>

<p>Submit a <i>*.zip</i>-archive as an answer. It should contain file
<i>solution.sce</i> with Scilab source code. This script should create
file <i>»output</i> in working directory. The file should contain saved
variable [mathjaxinline]lx[/mathjaxinline].</p>

<p>To save data from Scilab script use <i>save</i> function.</p>

The task text contains substitution symbols %s which are replaced one by one using pregenerated variant
data. There are two substitution parameters, so there are two parameters required to be generated with the
generator script.

Check instructions are shown below.

// Check instructions

// Read data from individual variant

f = mopen('./generate_result);

[n, a, b] = mfscanf (f, "%$f\n%f");

mclose (f) ;

// Load data generated by user solution

load('./output', 'x');

// Grade user solution

score = 0;

eps = le-5;

// Set full grade if user solution performed calculations

// within precision required

if abs(a * x + b) < eps

score = 1;
end
// Save student score
write ('./check output', string(score))

The check scenario first reads pregenerated data provided by the generate scenario. There must be exactly
two parameters, and we are sure that the file contains both of them. This file was previously generated by the
generate script and it is created along with the check script as-is.

Then the check scenario reads the user output. The user scenario was executed earlier and it should have
created output a file as the task text requires. The check script reads the value and compares it with the
correct one. If the user's answer lies within given precision, the answer is treated as the correct one, and the
student is awarded with the highest grade possible.
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5. CONCLUSION

This paper describes an approach and implementation of automated assignments, which allow to check
students' skill to perform calculation and modeling using Scilab computational package. The module
developed was deployed to one of edX instance and is now successfully used in online courses.

This approach was used in two courses on National Platform of Open Education, the MOOC platform
co-founded by 8 Russian universities. The courses are “Elements of control systems” and “Linear control
systems”. Both use the developed module to assess students' learning results.
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ABSTRACT

This paper suggests digital approaches in university management. Digital transformation requires leadership that can
maintain and balance competing interests from faculty, administrators, students and others. The team of Varna Free
University designed a flexible proper solution VFU SMART STUDENT aiming at lower operating costs and better
performance is application of cloud technologies. It is a web-based information system for provision of e-services to VFU
students, which provides comprehensive information about the student from their enrolment until their graduation.
Network monitoring system is used to make the transition easier, and to improve network effectiveness. Security policy,
procedures and guidelines are adopted to guarantee seamless operating of networks and systems.
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1. INTRODUCTION

In the last few years, technology underpins everything in higher education, administration, academics and IT.
The IoT is about every connection on campus and it can drive improved outcomes—intelligent connections
deliver efficient operations and improve safety and security, while video and collaboration provide better
teaching and learning (Kylie Lacey, 2016). Universities need to accelerate the integration of technology into
the institute, enabling students to harness technology in ways that give them more flexibility and increase
efficiency. This is an absolute must as students expect to have access to the best tools for collaboration and
execution. Technology has changed the face of how this generation called Millennials interact with brands
and this is true of universities as well. Digitalization of student services, library facilities and administrative
assistance will not only help the institute simplify processes but also help students engage with their
university in a more familiar setting.

“There is an urgent and immediate need for educational institutes to start speaking the same language as
their students — The digital tongue” (Michelle Melbourne, 2015).

The knowledge based society of the 21st century turns production and knowledge management (KM) into
a sector of primary importance. The great potential for synergy between knowledge management and the
intelligent approaches to university management seems obvious given the numerous interrelations and
dependences in these two areas. The relation between them, however, is not completely understood and
mastered. Currently, the e-learning technology is mainly used for preparing teaching courses in topics chosen
according to the educational needs. The knowledge management technology is applied for quick mastering,
organization and provision of significant quantities of corporate knowledge.

Some authors consider the integration of e-management and knowledge management technologies in
order to improve the mastering, organization and provision of significant quantities of corporate knowledge
(Miklos and Bence, 2015). In this study, an attempt is made to create a new framework of how universities
work and characterize ,fourth generation” universities. Nowadays the effective development and
advancement of universities is unimaginable, the knowledge management activities need to be integral part
of these institutions in everyday life. Student e-services management using e-governance is success story in
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many universities (Rahul Kulkarni, 2015). The main objectives are saving on cost, time and efforts of
university administration. A project called ‘e-Suvidha' for university students is a model for universities in the
world. To achieve the world class standard it is necessary to have an improved collaboration and access to
information available in all the parts of the world which is possible only by introducing e-governance
(Raizada, Saxena and Shrivastava, 2014).

Another point of view states that the success of the e-governance at universities is not only determined by
technology but also by the consequences and acceptability by the society in general and stakeholders in
particular. Universities image in the society has levitated high and these initiatives taken have played a vital
role in university achieving the highest grade accreditation (Er. Maroof Naieem Qadri, 2014)

Many probable benefits from the e-services are reported: for service users in terms of reduced cost of
transmitting information and resources accesses, lesser time and cost for services; for service provider,
reduced processing time, error rates, complaints; and for government, improved service consistency and
equality; and finally, the benefits lead to enhance the outcomes, as well as the performance criteria
(Suklabaidya and Sen, 2013).

The main services that can be provided by implementing above type of governance system are connected
with the centralized database which provide better opportunities to students and can empower the governing
body to plan the development of the education system as a whole (Prateek Bhanti et.al. 2012).

There is much evidence for the benefits from e-governance systems, through improved working
operations and lower operational costs. The benefits far outweigh the risks, such as cyber-crime and make it
more likely that more institutions will embrace e-governance.

“The only way for a university to grow phenomenally and yet continue to be managed optimally with a
clear vision on quality is to embrace e-governance systems immediately,” (Moses Talemwa and Yudaya
Nonagonzi, 2016).

2. BACKGROUND

In an era where mobile apps and cloud technology is the norm universities look for ways to implement digital
approaches in their management and to deliver more online services to their students, administrative and
academic staff. Such a digital transformation requires leadership that can maintain and balance competing
interests from faculty, administrators, students and others. Continuous training of ICT skills of all the staff
becomes a topic of general importance for higher education institutions (Pfeffer, 2012)

This paper suggests digital approaches in university management. There are good practices for
transformation of a small, undistinguished college once criticized as an “admissions bottom-feeder” into a
selective university that attracts applicants from around the world” (Leo Lambert, 2016). One of the basic
milestones on the way to the success is the campus culture and always be in the process of becoming better
and better using the last innovative technologies.

Varna Free University (VFU) is among the first educational institutions in Bulgaria that decided to
introduce e-services in order to optimize the university management. The team of the Institute of Technology
at VFU set up a project to create a support model for instructors when innovating their training process. The
project started with a formulation made by the instructors of the hypotheses concerning the possible added
value of an e-management platform.

3. OBSERVATIONS AND DISCUSSIONS

The team of Varna Free University designed a flexible proper solution aiming at lower operating costs and
better performance is application of cloud technologies. The IT infrastructure of VFU consists of 36 virtual
servers and only 3 physical servers. Network monitoring system is used to make the transition easier, and to
improve network effectiveness. Security policy, procedures and guidelines are adopted to guarantee seamless
operating of networks and systems. After testing a variety of offerings, we settled on a product that could
provide unified IT monitoring and management.
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Figure 5. VFU network — physical servers and hubs

oGBS o s

Intucconnect Deven - vazwo7.viu.bg {172.16.5.207)

Yasnooar PortList | Poacy Achvy Events

1 [5=1E]
2 Ovorven

Sumemary (1 Criscal, 0 Warning) nEAOT Aibg

= Uslization (1 Critical, 0 Warsing) o L4

= Frames/Sec (0 Critical, 6 Viarning) ¥

= Broadcasts'Sec (0 Critical, 0 Warning)
= Muincasis'Sac (0 Crscal, 0 Waming)
= Errors/Sec (0 Critical, 0 Warning)

47.2 % Te- Summary

| Total Rows: 14 (Limt 1000}
oS © L Pott Lieation oty Status MsgTime |
WO MUY V2B 5201 ) - T 7 3 . E) (CHULTFRO Tl
15907 b9 172185207 2 F — Sl ] 05111116 02.44.008
12wO7 Mubg 172165207 10 t,’f; - } Swd al 0511116 0944033
1swo7 ubg 172165207 " 3 —] a3 ] 081016 02 44042

e o — -
15W07 Wu b 172185207 Oragoer? Swd
15WOT Wu by 172165207 1] :]; 1 : wad a 0511150944012
15WOT Wu bg 172165207 5 M 051116 09 44053 Poll raceived ja=.

Figure 6. Overloaded port

Moving from “server monitoring” to “service monitoring,” don’t necessarily care what the server is doing
at the high level — just what it’s doing for our students, administrative and academic staff. The monitoring
system can provide visibility into both cloud and physical resources, to make the transition easier. It is giving
alerts of modules that are working intermittently or sporadically, or backend equipment that may not have
been cleanly set up, which hampered application performance. With the help of the system the IT staff
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cleaned up many performance issues, and quickly identified points of poor performance. Cloud scalable
servers are used to meet the growing needs for online services.

It is imperative for education providers to digitalize, empower their workforce and make their processes
more efficient. An important element of that processes is the digitalization of the core university
administration tasks that can be split in to front and back office tasks. Front office admin tasks can be
student admission, course change, fees payment plans and student appeal forms while back office admin
tasks can be HR contracts for staff, HR performance reviews, etc. Different universities have different
applications, closed platforms that hinder data sharing and need specialized IT training to operate but most of
them choose open formats like HTML, PDF and XML that allow easily to use legacy systems together to
share data.

4. RESULTS

The complete e-provision of e-services to VFU students will be performed through VFU SMART STUDENT
system. Its application will help to:

e provide quality administrative e-services at any time, at any place and through alternative access
channels;

o optimally use the existing applications in order to increase their stability, reduce the time and
means to develop new ones, as well as reduce the maintenance and servicing costs (“E-planning”
System);

e achieve complete digitalization of data — step by step transition to entirely digital form of all data
in student servicing, as well as to a more active electronic exchange of documents among VFU
units;

e implement software solutions with open code in order to solve the license issues in the
university;

e introduce in accelerated way cloud technologies for remote access to share resources - Cloud
Computing, in order to improve security and reduce costs;

e provide maximum protection of processed and stored data.

4.1 Goals

e improving the quality of offered services;

e providing transparency and accountability;

achieving maximum effect and sustainable development while optimizing costs and working
processes;

providing information security management and information protection;

introducing integrated e-servicing environment and single entry point (VFU Hub);

single collection of data by the administration and its multiple usage to generate various reports;
gradually moving to paperless turnover of documents, modeling and change of working
processes, and orientation towards organizational efficiency;

introducing priority e-services;

e development and usage of network and information resources.

4.2 Implementation Approach and Types of Services

4.2.1 VFU Hub Smart Student

A major element of the “digital transformation” is adopting technology and applying it to the very core of
how various systems work in a university setting. A working example is the application of VFU SMART
STUDENT solution at Varna Free University. VFU SMART STUDENT is a web-based information system
for provision of e-services to VFU students, which provides comprehensive information about the student
from their enrolment until their graduation. The aim of “Smart Student” is to provide quick, suitable, easy,
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comprehensive and secure provision of services to students by giving them access to VFU information
resources.

The advantage is that there is a constant access to data and changes are reflected in real time.

VFU hosts internal support systems from document management systems to e-learning management,
which are currently hosted in the cloud. Constant monitoring and maintenance is needed.

5. CONCLUSION

The future of Bulgaria as an emerging destination for international students will largely depend on how well
educational institutions in Bulgaria adapt and respond to students' expectations and provide a value
proposition as technology and business models evolve. One of the main factors for success is increasing the
efficiency and effectiveness of provision of administrative services and achieving maximum effect with
minimum resources. Also there is an opportunity for 24/7 working cycle and the realization of e-services
provokes quality change in working processes. The proposed solution guarantees information security with
the necessary basic infrastructural components for protection of information assets.

6. THE FUTURE

This work-in-progress paper looked at the design of integrating platform web 2.0 tools with the existing LMS
to create a “learning 2.0 as a platform. The next steps are to evaluate the design through data collected from
multiple sources like student logs, Facebook feeds, focus group, reflections, and student satisfaction data. On
the basis of statistics and analysis an optimization will be made in response to changing input from students
and the arrival of new technologies.
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ABSTRACT

The CSO course in the curriculum typically has the role of introducing students into basic concepts and terminology of
computer science. Hence, it is used to form a base on which the subsequent programming courses can build on. However,
much of the effort to build better methodologies for courses is spent on introductory programming courses instead of the
earlier course. In this article we present an experiment where a CSO course at our university was redesigned to utilize
educational technology and automatic assessment. The redesign was based on a collaborative education platform called
VIiLLE. New automatically assessed exercise types with immediate feedback were designed and utilized with already
existing ones to cover all topics taught in the course. In the paper, we present the design principles and the
implementation of the electronic material for the course as well as our experiences on adapting the technology in the
course. A detailed description of different exercises and other tasks are also provided. Finally, we present results and
statistics collected from the course implementation.

KEYWORDS

Active learning, Course redesign, Automatic assessment

1. INTRODUCTION

In the modern world, the quest for effectiveness has driven educational institutes to reform their teaching
curricula. The department of Information Technology at the University of Turku underwent a curriculum
reform, in which courses were redesigned to include a more active take on learning. Some courses were
refactored heavily, while others only received a slight makeover. Formerly, the introductory courses
consisted of a set number of lectures and a final exam, on which the students were graded. The main reason
for only a slight makeover was one from the list by Bonwell and Sutherland (1996): limited resources. The
introductory courses remained lecture-heavy. However, electronic study materials were introduced to the
course, which allowed students to put the theory taught during lectures into practice with little to no
additional work load to the teaching staff.

This paper provides results on an application of active learning strategies to an otherwise traditionally
lectured course. Student performance data was collected from six instances of the course, from 2009 to 2015.
The first three instances were purely lectured. Students considered the course to be very difficult and grade
averages were low. Active learning strategies were introduced to the course in 2012 in the form of
automatically assessed electronic exercises and lecture questions. Student activity was measured by lecture
attendance and scores from the electronic exercises.

2. RELATED WORK

The term “active learning” is used to mean a strategy of teaching, wherein the student is actively taking part
in the learning process (Bonwell & Eison, 1991). Instead of passively sitting through a lecture, students
interact with the subject matter in some way; either through discussions with one another and the teacher, or
read or write about the subject matter in order to learn the content being taught (Candido et al., 2007).
Bonwell and Sutherland (1996) propose a conceptual framework for active learning: a continuum from the
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simple task to the complex task. Neither side is ‘better’ than the other, instead, the educator must choose
which part of the continuum is best suited for the course and students in question and subject matter being
taught. The pedagogy behind active learning is heavily constructivist: students, by being immersed and
engaged in learning, create meaningful information based on their interaction with the subject matter
(Montero-Fleta et al., 2012).

Other course reforms to adopt a more active learning method have met with success. Kaila et al. (2015)
reformed a CS1 course by swapping half of the lectures into tutorials, wherein students work in pairs to solve
problems. Lecture questions that were meant to activate students were introduced to the remaining lectures.
Goodhew and Bullough (2005) adopted a CDIO approach in their refactoring of a materials science and
engineering course. They outlined a clear strategy on how active learning is put to use on their course. Steps
to increase the engagement of students with the exercises have also been applied. More interactive exercises
have been introduced to courses to increase student engagement with the subject matter. For programming
courses, Parson’s problems (Parsons & Haden, 2006; Lopez et al. 2008; Helminen et al., 2012) have been
found to be a useful addition

3. EXERCISES

At the heart of the refactoring are the exercises students were completing during the course. Instead of the
traditional method of having students answer exercises on paper, we used the VILLE learning platform
(Laakso et al. 2016) to collect student answers. VILLE provides students with immediate feedback on their
performance in the given exercise. This is realized at the minimum by telling the students whether their
answer is right or wrong and showing the correct answer when the given answer was incorrect. More
elaborate feedback includes specific steps on how to solve the given problem, for instance, a quadratic
equation. The reasoning behind favoring automatic assessment of exercises over manual assessment is to
enable students to answer more exercises, and receive individual feedback on each answer immediately after
answering.

VILLE provides teachers with a multitude of different exercise types. The all-purpose multiple choice
questions and fill-in exercises are available and were utilized on the course. Other, more specific exercise
types used on the course were binary calculations, the number-base conversion exercise, an algorithm
visualization exercise, programming exercises and Parson’s puzzles. Only the multiple choice and fill-in
exercises were used early in the course, and the algorithmic and programming exercises were introduced after
the half-point in the course, when more programming-oriented topics were discussed. Next the exercise types
are explained in more detail.

The multiple choice questions and the Fill-in exercises were used to test a wide array of topics, including
Signal-to-Noise ratios, number of bits transferred over networks and OSI-model. The ViLLE multiple choice
question exercise allows for short open questions, in addition to the familiar question-and-several-choices
format. As both these modes are automatically assessed, students are given feedback on the correctness of
their answer immediately upon answering. Additionally, in case of an incorrect answer, the students were
provided with an explanation why the given answer was incorrect. Moreover, the open-ended questions can
be randomized to provide different numeric values for, example, file sizes or network bandwidths for each
attempt. This is an effective method to ensure students have a basic understanding for what is being asked, as
they cannot merely copy the answer since all students have effectively different question parameters.

The algorithm visualization exercise is implemented using the JavaScript Algorithm Visualization
(JSAV) library (Karavirta& Shaffer 2013) and was used to visualize execution of various sorting algorithms.
The algorithm was visualized with pop-up questions at key points of the algorithm, all questions were
automatically assessed and feedback was given to the students on where they went wrong. Because students
only had a very cursory knowledge of programming concepts, visualizing the execution of the different
algorithms was meant to not only teach them the workings of said algorithm, but enforce the concepts of
looping and branching as well.
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Setting the value of the swaps-variable to True.

MODULE bubblesort(T)
swaps = True
WHILE swaps DO
swaps := False
FOR i := 1 TO T.length-1 DO
IF T[i-1] > T[i] THEN
swap(T[i-1], T[i1)
swaps := True
ENDIF
EMDFOR
ENDWHILE
ENDMODULE

43 79 92 4%

[
[¥]
[

Figure 1. JSAV visualization exercise

The binary calculations in VILLE are an interactive version of calculating binary calculations column by
column. The main benefits of this exercise in comparison to calculating on paper are the possibility to
automatically assess the answers and the immediate feedback students receive. The binary calculations in
VIiLLE are randomly generated from parameters given by the teacher. Immediate feedback in the binary
calculation exercise consists of showing the student the correct answer to the given problem.

10111101 * 1000

Figure 2. Binary calculations

Parsons’ problems (Parsons 2006) are a programming exercise, where the student is given ready program
code, but in an incorrect order (Fig). The given program code must then be ordered correctly, usually by
dragging and dropping the rows of code to the correct order. Parsons’ exercises have been found to involve a
similar skill set as that of writing code (Denny, 2008). During this course, students were taught a cursory
understanding of basic control structures and syntax, which means that students recognize loops and
branching in code, but may not be able to write working programs in the same programming language.
Parsons’ problems were then used to practice algorithmic thinking and problem solving without the need to
memorize and write actual program code.
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Figure 3. Parsons' problem

4. REFACTORING THE COURSE EXAM

As part of the development, the course exam was decided to be organized in an electronic form by using
VILLE. There are several reasons to use electronic exam instead of pen and paper. First, by using a suitable
tool, the answers can be automatically assessed, which drastically decreases the course staff’s workload and
quickens the evaluation process. Second, using an electronic exam enables the usage of authentic coding (or
code constructing) exercises with possibilities for compiling, testing and debugging the code before
submission. Thirdly, an electronic exam provides a possibility for randomizing the exercises and exercise
parameters, which makes it possible to offer more heterogenic exams.

Since VILLE was used comprehensively in the course for practicing the topics and for recording
attendances, it was decided to be used as an exam platform as well. The students were already familiar with
the system, which meant that students’ cognitive load (see for example De Jong, 2010) was not unnecessarily
increased in the final exam. The exercises were selected to resemble the ones practiced during the course.
The exam structure is displayed in Table 1.

Table 1. The course final exam structure

Question # Type Description
la, 1b and MCQ and open Multiple choice and open questions about all topics in
1c questions the course with emphasis on theory.
2a MCQ OSI Model: question about each level in the model
2b Questions Questions about processor technology and other
technology
3aand 3b Conversion Binary / decimal / hexadecimal conversions between all
formats
3c Logical operations Logical operations using bit patterns
3d and 3e Questions Calculations and format conversions
3f Questions Questions about SNL ratio and sine signal
39 Calculations Huffman coding
3h Calculations FIR, DFT and FFT algorithm
4a Algorithm Simulating a bubble sort or insertion sort algorithm
visualization
4b and 4c Code construction Building a pseudo code algorithm using given code lines
4b and 4c Coding Writing a program according to given specifications
(alternatively) using either Python or C
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Most of the questions are either initialized with random parameters, or contain a pool with five or more
alternatives of questions. One of these questions is randomly assigned to each answerer. The questions are
varied between instances, but the basic principles stay quite similar. Since 2013 instance, the students could
have chosen either a code construction or a coding exercise in the two final tasks, and in the final instance
(2015) construction exercises were provided solely instead of coding exercises. This was mainly done
because programming is taught in other introductory courses. An example of a code construction exercise is
displayed in Figure 4.

SUM OF MATRIXITEMS

Description

Construct a program which calculates the sum of all items in a matrix into
variable sum.

Note, that you don't necessarily need all provided code lines in your solution.
A Submit H % Reset
Drag from here Construct your solution here
FOR {771 i= {773 to matrdx[{ 77 7] 1ength DO sum:= @
ENDWHILE FOR{ i | :=i @ | to matrix.length DO

ENDFOR

ENDWHTLE

Figure 4. Code constructing exercise in ViLLE's exam mode. Note, that some of the code lines are parameterized

Although the electronic exams in our university are usually supervised, the exam for the CS 0 course was
decided to be organized as unsupervised. This meant, that the students could take the exam wherever they
wanted by using their own computers. A possibility to take the exam in the computer lab was still provided
for students who could not use their own computers. The exam start and end times were still restricted,
meaning that all students took the exam at the same time.

Since most of the questions were randomized, the supervision was not deemed necessary. It is likely, that
some students provided assistance to other students during the exam, but because of randomization and
question pools it is highly unlikely that two students taking the exam at the same premises answered to more
few same questions. Moreover, we wanted the students to be able to use internet and other necessary
resources to help them solve the tasks, as this is usually the case when they are applying the skills into
real-life problems later.

5. RESEARCH SETUP

The course was designed and utilized at 2012. The results are observed from four instances (2012 to 2015).
The number of participants (excluding the students from other departments) in the instances are displayed in
Table 2.

185

BRE 3J|_t|>|

www.manharaa.com




ISBN: 978-989-8533-58-6 © 2016

Table 2. Instances of the course following the new design

Year 2012 2013 2014 2015

N 71 61 46 29*1

The significant decrease in number of students taking the course between instances of 2013 and 2014 was
due to changes in the department’s curriculum. While in 2012 and 2013 both, computer science majors and
the engineering students (with IT major) took the course (along with other students from the faculty), a new
specialized course was designed as a replacement for CS majors in 2014.

For comparison, results of the old course instances between 2009 and 2011 are also presented, though the
major changes in course content, method and personnel mean that not fully valid comparisons can be made;
this is also further addressed in the Discussion section. The number of participants in instances of 2009 to
2011 is displayed in Table 3.

Table 3. Instances of the course with the old design

Year 2009 2010 2011

N 77 83 58

In addition to grade averages of the old and redesigned course instances, the VIiLLE scores obtained as
well as the average number of attendances are also displayed. ViLLE automatically collects a huge amount of
data about the submissions made, including for example the scores, submission times and the time spent on
each individual task.

6. RESULTS

The grade averages (in scale of 1 to 5, where 5 is the best) of all course instances are displayed in Table 4.

Table 4. The grade averages of all course instances following the new design

Year 2012 2013 2014 2015
Grade 4,15 4,54 3,78 3,59*
average

As seen in the table, there is a slight drop in the course average between instances of 2013 and 2014. The
main difference between years 2013 and 2014 is the decrease in number of students taking the course, as a
separate course for computer science majors was started at 2014. Hence, there were only engineering
students with information technology major at instances of 2014 and 2015. The content of the course was
change at 2014 accordingly.

For comparison, the grade averages for old course instances are also displayed in Table 5.

Table 5. The grade averages of all course instances following the old or new design

Course Old Old Old New New New New

Year 2009 2010 2011 2012 2013 2014 2015

Grade 3,55 3,05 3,12 4,15 4,54 3,78 3,59
average

As seen in the table, the students’ grade averages seem to be higher in the new course. This can be
confirmed by calculating the averages of the old course instances (total N = 217, average = 3.2569) and the
new instances (N = 207, average = 4.10628). The difference is statistically significant, with p < 0.01
(calculated with Wilcoxon non-parameterized rank-sum test). However, as stated before (and readdressed in

*! The data for 2015 was not conclusive when this article was written, as there were still revision exams to be held for the course.
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the discussion), the comparison of the courses is not fully valid because of changes in the content,
methodology and course staff.

The student activity in ViLLE was compared to grade obtained in each instance. The results are displayed
in Figure 5.
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Figure 5. The relationship between course grades and the amount of ViLLE exercises completed during the course

In each of the images in the figure, the final grade is displayed in the X-axis and the percentage of ViLLE
exercises done in the Y-axis. As seen in the figure, at each instance the students who worked the hardest
during the course also got the higher grades.

The attendances in the course lectures were recorder by using RFID devices and RFID tags or cards given
to students. ViLLE automatically registered an attendance when a tag was used with a reader in a lecture hall.
The average number of attendances is displayed in Table 6.

Table 6. The average amount of attendances in the course lectures

Year 2012 2013 2014 2015
Attendance 5,05 0f 7 4,32 0of 6 5,98 of 7 5,25 0f 7
avg.
% of
maximum 72,14% 61,71% 85,43% 75%

As seen in the table, the attendance rates were higher at the latter instances (2014 and 2015) when the
attendees were engineering students only. Hence, it seems that the major students are more likely to attend
the lectures than others

7. DISCUSSION

It seems that the design of the new course was successful. The thorough utilization of educational technology
and the new exercise types designed encouraged students to work quite hard. Moreover, it seems that the
students who answered to most exercises also got the highest grades. There are some differences between the
instances of the new course, for example the grade average decreased a little between instances of 2013 and
2014. There are a few likely explanations for this: first, the course content was altered between the
aforementioned instances to better fulfil the specific demands of our engineering education. At the earlier
instances the content needed to be suitable for students with other majors as well. Moreover, the data for the
latest instance was not comprehensive when this article was written, as there were students who had not taken
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the exam yet (and some students who were likely to retake the exam to improve their grade), so the grade
average for 2015 is likely to increase from the currently reported.

The students also seemed to participate into lectures quite actively. Notably, when the course consisted of
engineering students only (instances 2014 and 2015) the average number of attendances was higher than in
the earlier instances. It is likely, that the engineering students find the topic more interesting and more
relevant to their other studies, and hence attend the lectures more than students with other majors (such as
math or physics majors).
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ABSTRACT

Data is everywhere. As a result the need for data scientists with the correct skill set to analyze and interpret the data has
escalated. Not surprisingly, data scientists are currently one of the most wanted professions. Tertiary institutions are faced
with the challenge of producing students with the correct blend of theoretical knowledge and practical skills. In an
attempt to provide current post-graduate students with these skills, a flipped class room approach was adopted to teach
students data warehousing as part of the data science curriculum. This paper used the four pillars of F-L-I-P (FLN 2014)
to analyze data obtained from lecturer implementation experience and student course evaluation forms. It was shown that
great strides have been made in this course in the adoption of the flipped class room although there is room for
improvement in order to achieve flipped learning. The outcome of the study directly contributes to the improvement of
subsequent implementations of the module.

KEYWORDS

Data science, data warehousing, flipped class room, F-L-I-P

1. INTRODUCTION

Data science is a relatively novel discipline (Song & Zhu 2015; Provost & Fawcett 2013) born as a result of
the need to capitalize on vast volumes of data, also referred to as “big data”. It is a combination of older
disciplines such as mathematics and statistics as well as the newer discipline of computer science (Provost &
Fawcett 2013). The multidisciplinary nature of data science has created a challenge to educational institutions
to provide students with the necessary blend of knowledge and skills to fill the anticipated need for
competent data scientists (Provost & Fawcett 2013). The unique blend of knowledge and skills are often
challenging to teach in a traditional class room environment (Turek et al. 2015).

In an attempt to address the challenges associated with the traditional class room environment a blended
learning approach is suggested. Blended learning is a method whereby different types of education
methodologies and technologies are adopted to provide more “effective education experiences” (Kose 2010).
As a result, a combination of older traditional face-to-face models and online technologies are utilized in the
teaching model.

The flipped class room approach is one of many blended learning approaches. Bishop and Verleger
(2013) describes this method as “a new pedagogical method, which employs asynchronous video lectures
and practice problems as homework, and active, group-based problem solving activities in the class room”.
Therefore, the traditional activities conducted in the class room and at home is switched (or “flipped” /
“inverted”), i.e. lectures are watched at home whilst homework questions are discussed in class (Herreid &
Schiller 2013; Bishop & Verleger 2013). A flipped class room approach was adopted in the teaching of a post
graduate data warehouse semester course under the umbrella discipline of data science. A flipped class room
approach was adopted for three main reasons:- 1) to improve the learning experience of students; 2)
face-to-face contact time was limited (one contact session every fortnight) and the total number of concepts
could not be covered in detail during these sessions; and 3) the course was presented on post-graduate level
where the requirement was that students should master a higher level of thinking skills than the traditional
recall type testing. A flipped class room approach seemed more applicable to provide a more in-depth
presentation of concepts.
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The main objective of the study was to compare student evaluations and lecturer implementation
experience of traditional teaching methods (2013 and 2014 cohort) with a flipped class room approach (2015
and 2016 cohorts). As this was the first time that a full flipped class room approach was adopted in the course
(as opposed to a partial flipped class approach in 2015 and traditional approach in 2013 and 2014), the main
aim was to evaluate the extent to which flipped learning was achieved by using the four pillars of the F-L-1-P
(FLN 2014). The anticipated contribution is to identify areas of success and improvement of the 2016 cohort.
This can contribute to the successful implementation of the teaching of data science related subjects in
general.

The outline of the paper is as follow: the four pillars of F-L-I-P is described followed by a discussion on
the approach in the context of data science. The methodology and data is presented followed by a discussion
and conclusion.

2. THE FOUR PILLARS OF F-L-I-P

Further to the brief definition of the flipped class room provided above, the four pillars of F-L-1-P is one of
many pedagogical models developed to support educators to transition from a traditional class room to a
flipped class room. Examples of models included ATRACT (Coley 2012) which describes issues to be aware
of when considering to implement a flipped class room and CPBL (Warter-Peres and Doug 2012) that
suggest that learning should take place outside the class room which will then allow learners to complete
problem based learning activities in the class room assisted by their peers and educators.

Flipped Learning Network (FLN 2014) defined the four pillars of flipped learning in order to make the
very important distinction between FLIP class room and FLIP learning. It is argued that although a number of
educators might employ the FLIP class room approach by giving students preparatory work, it is not clear
whether any learning takes place. FLIP learning is defined as “a pedagogical approach in which direct
instruction moves from the group learning space to the individual learning space, and the resulting group
space is transformed into a dynamic, interactive learning environment where the educator guides students as
they apply concepts and engage creatively in the subject matter” (FLN 2014:2). In order to ensure that
learning takes place in a flipped class room they propose four pillars of F-L-1-P where each pillar has a
number of specific objectives to be met. Each of these pillars will be briefly introduced in turn. These pillars
will be used in section 5 as the analytical lens through which the data will be discussed.

2.1 Flexible Environment

The “flexible environment’ pillar refers to both the physical as well as the virtual student engagement space.
It caters for both individual and group interactions. The flexibility of the pillar refers to the anytime and
anywhere access and engagement with the learning environment. A flexible learning environment can be
enhanced by technology, for example web 2.0 tools. These tools can “encourage active learning, promote
collaboration, increase student-faculty interaction and enrich educational experience” (Mandernach &
Taylor 2010). Students can therefore select “when and where” they learn. From a lecturer perspective the
expectation of student timelines for learning and assessments is flexible as long as key deadlines are met.

2.2 Learning Culture

Learning culture refers to moving away from the traditional teacher-centered approach where the teacher is
the primary source of information to a learner centered approach where in-class contact time is utilized to
discuss topics in greater detail therefore creating a richer learning opportunity. As a consequence students are
“actively involved in knowledge construction as they participate in and evaluate their learning in a manner
that is personally meaningful” (FLN 2014).

2.3 Intentional Content

Intentional content refers to the learning material to be used to cultivate the student’s conceptual
understanding as well as practical application of concepts. Facilitators or lecturers should therefore carefully
consider both the content as well as presentation method of material prior to contact sessions to maximize the
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effectiveness of these sessions. The objective should be on achieving the best possible learning experience
for the student by a combination of student self-discovery and theoretical material.

2.4 Professional Educator

The educator in a flipped class room can be compared to a “silent partner” and facilitator. As a result the role
of the lecturer can be much more demanding when compared to a traditional class room setup. Furthermore
the lecturer requires a more specialized skill set than in a traditional class room. Continuous feedback by the
educator is of utmost importance in the learning process. Contact sessions are often characterized by “chaos”
but with constructive feedback.

3. FLIPPED CLASS ROOM FOR THE DATA SCIENTIST

Earlier research in the field of science, technology, engineering and mathematics (STEM), of which data
science is a subset of, has focused on the implementation of the flipped class room approach for teaching
STEM.

In a study conducted by Fulton (2012) based on teaching Calculus 1, it was found that the flipped class
room approach as a positive allowed: (1) Students the opportunity to study at their own pace; (2) Students
who experienced difficulties to be identified and assisted during the learning process; (3) The curriculum to
be adapted to address difficult concepts according to the student’s needs; (4) Contact-time to be used in a
constructive way; and (5) Students to be more interested in the subject. However, as a negative, students new
to the concept of the flipped class room approach perceived the “homework™ as additional work. As a result,
not all the students conducted the additional preparatory homework assignments. Homework had to be
developed and customized to the level of the student. As a result, this approach was time intensive for the
lecturer.

The content of data science curriculums are a topic of much discussion amongst academics (Song & Zhu
2015; Tang & Sae-Lim 2016; Yi 2016; Dubey & Gunasekaran 2015). Whilst the focus of data science
curriculum related studies are mainly on what should be included, a few studies have now started to focus on
how data science related subjects should be taught. Turek, Suen and Clark (2015) argued that in order to
prepare data scientists for “the real world” data science education should adopt a multi-disciplinary approach
based on experiential learning (flipped class room) methodology. They have called for three considerations in
designing data science courses: Firstly, “real-world projects” should be used in order to present students with
accessible data and in a real world context, secondly team dynamics on a project level was surprisingly an
important factor in the successful operation of the research team and finally early introduction of technical
tools is recommended in order to ensure effective team dynamics. As a result a multi-disciplinary approach to
data science education is proposed in order to deal with both the technical and team dynamics.

A study conducted by Dichev et al. (2016) focused on adopting an active participatory learning approach
in contrast with the passive learning approach to teaching an introductory data science course. They agreed
with Turek, Suen and Clark (2015) that a learner centered approach which they called a “flipped learning
model” is needed to cater for the multidisciplinary requirements of the subject. A phased approach is
suggested in developing the data science course.

4. DATA AND METHODOLOGY

One of the courses presented as part of the data science education path at a tertiary institution in South Africa
is data warehousing. This semester module was presented to post graduate students (4™ year level) who
complied with the pre-requisite of completing any relevant undergraduate database-related subject.

The main objective of the data warehouse semester module was to introduce students to the concept of
data warehousing that supports business intelligence (BI) in an organizational environment. Although the
emphasis was on basic data warehousing concepts without disregarding the influence of big data and
disruptive technologies currently changing the landscape. Despite these technologies the fundamentals of
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data warehousing and business intelligence remain relevant and provided the departure point to acquire the
necessary knowledge to work with structured data.

The course covered six topics namely an overview of the concepts of data warehousing and business
intelligence (BI); the planning, design, architecture and infrastructure of data warehousing; data design and
preparation focusing on dimensional modeling as well as the loading of data (extract, transform and loading)
and data quality; information delivery and online analytical processing (OLAP); and finally the
implementation, deployment and maintenance of the environment. For each of the topics, a theoretical
section introduced the student to the topic followed by a practical component whereby students had the
opportunity to apply the theoretical concepts. The course was presented to a diverse student group. The
student groups were diverse both in terms of demographics and academic background. A total of 55 students
participated in the course of which 34 were males and 21 females.

An open book approach was adopted. Students were permitted to have access to any of the study
materials available. No test recall type questions were asked during assessments. The approach was as
follow: one day prior to the class contact sessions, scheduled every fortnight, students had to complete a
preparation assignment using the online learning environment. This preparation was based on the material to
be covered during the subsequent class contact session. In order for students to complete the assignment
successfully they had to work through the respective chapters in the prescribed book as well as watching
general videos on the topic available through the learning management system. Students were encouraged to
complete these assignments in order to prepare them for the class discussions during the contact sessions. A
total of four assignments were available which contributed a substantial amount towards the final semester
mark.

The data used in this study was collected from anonymous student evaluations after the course of the
cohort 2013 and 2014 which followed a traditional teaching approach as well as a partially flipped class
approach in 2015 and a full flipped class room approach in 2016. The evaluation sheets allowed students to
score their experience of the module on a Likert scale where 1 is poor and 5 is excellent. There was also
ample provision for students to provide written feedback on each of the evaluation areas. These evaluation
areas included module content (organization, study material, usefulness of material and usefulness of the
course), lecturers (interpersonal relationships, level of knowledge, attitude, preparation and use of media as
well as learning opportunities) and assessment (clarity of criteria, nature, content and method as well as
fairness), level of difficulty, workload and provision for free text general comments. Table 1 contains a
summary of the individual scores per category for the different cohorts. The class contact sessions followed
the following structure: key theoretical concepts were covered in class by the lecturer where after the group
class discussions followed to practically apply the concepts covered.

The assessment structure for all the cohorts of the module included an semester test, a practical project as
well as a final written examination. For the practical project students were provided with a number of data
files. Based on a real life business case and business problem students had to use these data files to construct
a data warehouse environment containing the data in such a way that the data is available for analysis. The
students then had to solve the identified business problem and suggest recommendations by presenting their
findings using a presentation layer (graphs / reports / analytical structures).

Table 1. Summary of student evaluation scores

Average score
2013 2014 2015 2016
Area of evaluation
Module content 4.29 4.00 4.04 3.73
Organization (of the course) 4.23 3.85 3.98 3.92
Study material 4.32 4.15 4.14 3.92
Usefulness of material 4.23 3.85 3.90 3.46
Usefulness of course 4.38 4.15 4.15 3.62
Lecturers 443 3.99 4.28 4.03
Interpersonal relationships 4.58 4.33 4.10 4.08
Level of knowledge 451 4.11 4.17 4.23
Attitude 4.6 441 4.29 4.23
Preparation, use of media 4.28 3.52 431 3.77
Learning opportunities 4.13 3.59 4.52 3.85
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Average score
2013 2014 2015 2016
Area of evaluation
Assessment 4.02 3.87 4,14 3.82
Clarity of criteria 3.92 3.81 4.02 3.69
Nature, content and method 3.94 3.85 4.07 3.77
Fairness 4.20 3.95 4.33 4.00
OVERALL AVERAGE 4.28 3.97 4.16 3.88

The institutional acceptable average of a 4™ year level course evaluation is 3.6. Important to note is that
none of the course evaluations specifically references the traditional or flipped class room methodology.
Therefore the student responses are indicative of their overall experience of the methodology.

The difference between the average scores obtained for the cohort 2013 and 2014 were vastly different.
This was interesting as the course was presented by the same lecturer using the same material and teaching
approach (traditional). A possible explanation might be the diversity of the student group for the two years in
question. However, this would have to be further investigated. Surprisingly the average score obtained in
2015, when the flipped class room approach was adopted for the first time, was higher than the score
obtained in 2016. Further investigation showed that this could be attributed to the fact that a “partial” flipped
class room approach was adopted in 2015. For example, in 2015 students were required to read the allocated
chapters prior to the class contact sessions. Class discussions were then based on the material covered. In
2016 students were also required to read the allocated chapters but then had to complete online questions and
tasks.

For the purpose of this study the student feedback on the module content is of specific interest. In 2016
the flipped class room approach was fully implemented whilst in 2015 it was partially implemented (similar
to the phased approach by Dichiev et al. 2016). This might explain the decrease in the overall student
evaluation average (from 4.04 to 3.73).

The variance in scores for the lecturer section is very subjective. For every cohort a different student
group with diverse demographics participated in the research. However, the same lecturer presented the
course in 2013 and 2014. The appointed lecturer changed in 2015 and again in 2016. A possible explanation
of the variance might be the different personality and presentation styles of lectures.

For the cohort years of 2013 to 2015 the assessment structures were the same. However, for the cohort
2016 online pre-class assessments were included in the assessments structure. This implied that there was an
increase in individual workload prior to class contact sessions. Students indicated in the general section of the
course evaluation feedback that the workload was intense therefore scoring the assessment section lower.

5. DISCUSSION

The data obtained from the various cohorts are discussed using the different pillars of the F-L-I-P learning
approach (see section 2). This approach fitted well with the categories evaluated on the student evaluation
feedback sheets namely module content (intentional content of the F-L-I-P learning approach), lecturers
(professional educator of the F-L-1-P learning approach) and assessments (flexible environment and learning
culture of the F-L-I-P learning approach).

5.1 Flexible Environment

According to FLN (2014) a flexible environment is achieved by meeting three objectives:

Establish spaces and time frames that permit students to interact and reflect on their learning as needed.
In the flipped class room approach (2016 cohort) the lecturers tasked students to conduct activities prior to
face-to-face contact sessions by performing online preparatory homework assignments. The learning process
was further substantiated by online discussions using a learning management system, online videos and
discussions during class contact sessions. Despite the effort by lecturers students felt that the learning
opportunities created when a full flipped class room approach was followed was not adequate enough (2016
cohort) when compared to the previous year when a partial flipped class room approach was followed.
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Student feedback in cohort 2014 requested more assessment opportunities as well as more supportive media
such as videos.

Continually observe and monitor students to make adjustments as appropriate.

The feedback received from the grade system from the preparatory assignments prior to the class contact
sessions were used as mechanism to establish the level of knowledge of students. This was used to prepare
material for in class contact sessions.

Provide students with different ways to learn content and demonstrate mastery.

Online activities, class-contact sessions and a final practical project provided students with various ways
to demonstrate that the required level of knowledge and skills has been achieved. This is similar to the
approach adopted by Turek, Suen and Clark (2015).

5.2 Learning Culture

According the FLN (2014) a learning culture is achieved by achieving the following two objectives:

Provide students with the opportunity to engage in meaningful opportunities without the teacher being
central.

One of the many advantages of a flipped class room approach is the ability to use contact time more
effectively and creatively. However, the students perceived pre-class preparatory assignments as additional
work adding to their workload. This is a typical challenge identified by Herreid and Schiller (2013) of
students that are new to this concept. Often student resistance is experienced by students new to this
approach. This was therefore in line with the responses received of this study. The online management
system provided students with the opportunity to engage with peers on specific topics established by the
lecturer as illustrated by figure 1. Although the initial topic was established by the lecturer self-propelled
student engagement was encouraged.

A [Aurena) Gerber &
What is the difference between a database and a data warehouse?

Are thers differences between a database and a data warehouse?

Reply

 (Fierre) Ngameni Pangop 7 marths ago
RE: What 15 the differsnce betwssn 3 database and 3 data warshouse?

Adata warchouse is:

a eomputing environment where users can find strategic information

coors are gt dlireetly in tourh with the data they need 1o maks better devision

although a Datal

- any collection of data, or information that i= specially organized and structared 1o facilitate the storage, rendeval modification and deletion of data.

. AD (Aubray] Manshans 7 marths aga
RE: What |5 the difference between A database and & data warehouse?

by stores clata thal is surrenily i active use, ol meneds ane purgsd
10n touse Thata warehouses to store additional information that is

an ackips,
bought or captured from som

4 Database records are often retieved and updated one by ane, while Data warehouses are alvays accessed by reporting engives that wark
an the entine datassts 4t a Hime b generals aggregates and sther analytical infeomation.

Figure 1. Example of discussion forum

Scaffold these activity and make then accessible to students through differentiation and feedback.

Due to the complexity of the topic (data warehousing) and new technical concepts introduced it was
imperative for discussions to complement one another in order for students to conceptualize the new domain.
For example the first topic for discussion was the difference between a database and a data warehouse (see
figure 1 for example). Consequently the lecturer pitched the class discussion according to her observation of
the student’s understanding of the concept. The second activity was the need for data warehousing. This
activity complimented the first activity by extending the understanding of a data warehouse and at the same
time contextualizing the need for this module.
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5.3 Intentional Content

Feedback from the student evaluation sheets scored the module content area at 3.73 (2016). This is higher
than the minimum average required but the lowest for all the cohorts under consideration. This might indicate
that the module content for a flipped classroom needs further investigation to establish what is expected.

According the FLN (2014) a learning culture is achieved by achieving the following three objectives:

Prioritize concepts used in direct instruction for learners to access on their own.

The meaning of the term “data science” is a much debated topic amongst both practitioners and
academics (Provost & Fawcett 2013). This can be attributed to the fact that the term is relatively new
borrowing concepts from various disciplines (Song & Zhu 2015). The concept also includes new, ill-defined
concepts such as big-data and data analytics. Some authors perceive data science as part of the overall
concept of “Business Intelligence and Analytics” (BI&A) with a strong focus on the business application of
data analytics (Chen, Chiang & Storey 2012). As a result of this ongoing discourse lecturers had great
difficulty in identifying and prioritizing of key concepts in preparing students for the “real world”.

Create and/or curate relevant content (typically videos) for students.

One of the requirements to implement a flipped class room approach was the customization of
preparatory work (Herreid & Schiller 2013). A great deal of work went into the development of online
preparatory assignments. This has created an additional workload on the lecturers. But despite the effort,
students did not perceive the module content to be extremely useful and organized. However, the module met
the expectations of the majority of students. General course videos on the sub-topics were made available on
the learning management system. This allowed students to gain an initial understanding of the concepts
covered. It also contextualized the concepts using real world examples.

Differentiate to make content accessible and relevant to all students.

Although students did not mention the challenges associated with accessibility of online material,
lecturers take cognizance of the fact that this might be a problem in a country such as South Africa,
frequently characterized by power outages and high data costs.

5.4 Professional Educator

Feedback from the student evaluation sheets scored the lecturer area at 4.03 (2016) which is second lowest of
the cohorts under consideration. Although the student feedback indicated that the lecturer was
“knowledgeable” and “professional” further research is needed to understand the student’s perception of the
lecturer’s role in a flipped class room.

According the FLN (2014) a learning culture is achieved by meeting the following three objectives:

Make myself available to all students for individual, small group, and class feedback in real time as
needed.

At the start of the semester the learning management system was used to communicate pre-arranged
consultation hours to students. Lecturers could also be contacted at any time using online media and
additional consultation sessions was available on request. The online discussion forum was monitored and
feedback provided where applicable.

Conduct ongoing formative assessments during class time through observation and by recording data to
inform future instruction.

Formative assessments were conducted by providing ample opportunity for groups to discuss topics
amongst themselves where after one group spokesperson had the opportunity to provide consolidated
feedback to the entire class.

Collaborate and reflect with other educators and take responsibility for transforming practice.

This was one of the first modules in the department to follow this approach. The approach followed in
2016 was based on the partial flipped class room approach adopted by the lecturers in 2015. Future
collaboration sessions are planned to improve on the implementation of the approach in 2017.
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6. CONCLUSION

In an attempt to equip potential data scientists with the correct blend of practical and academic knowledge
and skills a flipped class room approach was adopted in a post graduate data science course. Subsequently,
the aim of this study was to determine to what extent flipped learning was achieved.

The study compared student evaluations and implementation experience of traditional teaching methods
(2013 and 2014 cohort) with a flipped class room approach (2015 and 2016 cohorts). The four pillars of
F-L-1-P was used as analytical lens and explains the extent to which flipped learning was achieved.

The findings suggested that great strides have been made in the implementation of a flipped class room
approach in particular a flexible learning environment as an online learning management system have been
utilized by other post graduate modules. The challenge was that the learning culture of the students still has
some adjustment to be made. This is not surprising as it supports previous findings.

The findings of the study further indicated that there is scope for improvement on the provision of
customized content in the context of South Africa. The study further suggested that ongoing formative
assessments perhaps required more attention as well as collaboration efforts with other lecturers.

The study can be seen as exploratory as the data obtained for the study was based on standard student
evaluation feedback forms. Further research incorporating learning analytics and in-depth interviews with
learners will be conducted to get a more informed understanding of the effectiveness of the flipped class
room approach.
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ABSTRACT

The article discusses issues related to STEM education; it is emphasized that the need to prepare students with
twenty-first-century skills through STEM-related teaching is strong, especially at the elementary level. The authors stress
that workshops, using Kits to build and program robots, are a modern form of interdisciplinary education of children and
youth. The rationale for conducting such activities in schools is found in the European reference framework in the context
of training of key competences. Classes in robotics — properly taught — will have an impact on the development of
mathematical literacy and scientific-technical information and social competences. At the same time, competence is
understood to mean a combination of knowledge, skills and attitudes appropriate to the situation. Besides, an analysis is
presented of basic legal regulations in this matter as well as some results of a survey, conducted in Poland and Ukraine
among in-service teachers and prospective teachers.

KEYWORDS

Robotics in school, survey, competences, STEM education

1. INTRODUCTION

The need to prepare students with twenty-first-century skills through STEM-related teaching is strong,
especially at the elementary level. However, most teacher education preparation programs do not focus on
STEM education. The authors’ (Schmidt, Fulton 2016) findings suggest that while inquiry-based STEM units
can be implemented in existing programs, creating and testing these prototypes requires significant effort to
meet PSTs' learning needs, and that iterating designs is essential to successful implementation.

Other authors (Kim et al. 2015) report a research project with a purpose of helping teachers learn how to
design and implement science, technology, engineering, and mathematics (STEM) lessons using robotics.
Specifically, pre-service teachers' STEM engagement, learning, and teaching via robotics were investigated
in an elementary teacher preparation course. Data were collected from surveys, classroom observations,
interviews, and lesson plans. Both quantitative and qualitative data analyses indicated that pre-service
teachers engaged in robotics activities actively and mindfully. Their STEM engagement improved overall.
Their emotional engagement (e.g. interest, enjoyment) in STEM significantly improved and in turn
influenced their behavioural and cognitive engagement in STEM.

Identifying 21st Century STEM Competencies Using Workplace Data (Jang 2016). Gaps between
science, technology, engineering, and mathematics (STEM) education and required workplace skills have
been identified in industry, academia, and government. Educators acknowledge the need to reform STEM
education to better prepare students for their future careers. Jang (2016) pursues this growing interest in the
skills needed for STEM disciplines and asks whether frameworks for 21st century skills and engineering
education cover all of important STEM competencies. Researchers identify important STEM competencies
and evaluate the relevance of current frameworks applied in education using the standardized job-specific
database operated and maintained by the US Department of Labor. An analysis of the importance of 109

197

www.manaraa.com



ISBN: 978-989-8533-58-6 © 2016

skills, types of knowledge and work activities, revealed 18 skills, seven categories of knowledge, and
27 work activities important for STEM workers.

The authors Uttal David H. and Cheryl A. Cohen in own research (2012) stressed that there is little doubt
that the United States faces a serious challenge to educate citizens who can perform jobs demanding skill in
science, technology, engineering, and mathematics (STEM) domains. They explore the relation between
spatial thinking and performance and attainment in science, technology, engineering and mathematics
(STEM) domains. Spatial skills strongly predict who will go into STEM fields. But why is this true?
Researchers Uttal and Cohen in own study (Uttal, Cohen 2012) argue that spatial skills serve as a gateway or
barrier for entry into STEM fields.

The global urgency to improve STEM education may be driven by environmental and social impacts of
the twenty-first century which in turn jeopardizes global security and economic stability (Kelley & Knowles
2016). The complexity of these global factors reach beyond just helping students achieve high scores in math
and science assessments. Friedman (The world is flat: A brief history of the twenty-first century, 2005)
helped illustrate the complexity of a global society, and educators must help students prepare for this global
shift. In response to these challenges, the USA experienced massive STEM educational reforms in the last
two decades. In practice, STEM educators lack cohesive understanding of STEM education. Therefore, they
could benefit from a STEM education conceptual framework. Table 1 provides critical elements of
distinction between these two views of technology (T) one of the important category of STEM.

Table 1. Two views of technology

Engineering perspective of technology Humanities perspective of technology
Technology consists of: Technology can be viewed as:

A distinct body of knowledge More than a sum of tools, instruments, artefacts,
processes, and systems

An activity or a way of doing Influences the structure of the cultural/ social order
regardless of its user intentions

Design, engineering, production, and research procedures Serving human values and influence value formation

Physical tools, instruments, and artefacts Autonomous social and economic forces that often

override traditional and competing values

Organized integrated systems and organizations that are used Capable of unanticipated positive as well as destructive
to create, produce, and use technology social and economic consequences

Source: Todd R. Kelley, J. Geoff Knowles (2016) based upon Herschbach 2009

Mitcham (1994) combines these two views together when he identified four different ways of
conceptualizing technology. He identifies technology as (a) objects, (b) knowledge, (c) activities, and (d)
volition. Often, people associate technology as artefacts or objects; unfortunately, many only view
technology in this way and overcoming this limited view of technology may be critical for teaching STEM in
an integrated approach.

Additionally, the concept of learning as an activity not only leverages the context of the learning but also
the social aspect of learning. Lave and Wenger (1991) describe this as legitimate peripheral participation
when the learning takes place in a community of practitioners assisting the learner to move from a novice
understanding of knowledge, skills, and practices toward mastery as they participate “in a social practice of a
community” (p. 29) (Todd R. Kelley, J. Geoff Knowles 2016).

2. ROBOTICS AND CHILDREN. SELECTED LEGAL REGULATIONS

2.1 Proprietary Proposals

Workshops using kits to build and program robots are a modern form of interdisciplinary education of
children and youth.

The rationale for conducting such activities in schools is found in the European reference framework in
the context of training of key competences.

Classes in robotics — properly taught — will have an impact on the development of mathematical literacy
and scientific-technical information and social competences (see Figure 1). Competence is understood as a
combination of knowledge, skills and attitudes appropriate to the situation.
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ROBOTICS
A
1} 1§ 1 | 1 |
mathematical competencesin science competenceson social
competences and technology computer science competences

Figure 1. Robotics and training on key competences
Source: Own work

Such workshops can develop in students the skills described in the core curriculum for primary school.
Learners, taught in Polish primary schools based on the applicable core curriculum of 2014, as early as
the first stage of education can be taught skills included in the curriculum during the course of robotics, when
designing their own robotic machine or vehicle.
Learners at the first educational stage acquire in particular the skills presented in Table 2. For selected
learning content examples are provided of activities of the learner when developing and programming the
robot. A visual robot programming environment can be installed and run on a computer or tablet.

Table 2. Teaching content of early childhood education

and examples of activities associated with the construction and programming of robots

The area of . . Examples of activities related to
early childhood D".J:f.lcm content t construction and programming (in the
education - Specific requirements graphical environment) of robots

Mathematical The learner
education writes digits and reads numbers in the range of write the time in seconds of engine operation
1000; understands the decimal positioning system; | or the number of engine rotations;
compares any two numbers in the range of 1000 writes command execution conditions: more
(using the characters <, >, =); than, less than;
measures and writes down the result of the determines the distance to be covered by the
measurement of length, width and height of mobile robot; determines (estimates) the
objects and distances; uses units: millimetre, distance between the robot and obstacle;
centimetre, metre;
specifies the location of objects relative to the determines the position and direction of
chosen object, using the terms: up, down, forward, | motion of a mobile robot.
backward, right, left, and combinations thereof.
Computer The learner
classes uses a computer on a basic skills level; launches (runs) the graphical environment of
programming of robot; saves the created
program
uses the selected programs (...), developing her/his | uses, during her/his work, graphical robot
interest; programming environment;
searches for information and uses it: plays (runs) plays (runs) animations and instructional
animations and multimedia presentations. videos placed inside projects in a graphical
environment for robot programming.
Design The learner

and technology
classes

knows technical environment to such an extent
that is familiar with the ways of production of
everyday objects ("how was it made?");

constructs models of everyday objects
(e.g. vehicles);

= = | presents ideas of technical constructs models of machinery and vehicles;
S o ;2 | solutions: plans new activities, plans stages of work;
ST SB S . -
2 *é,g = selects suitable materials;
E 606w | U iz Wi i -4 stu ;

8 8 nderstands the need to organize orks in a team (2-4 students
=75 2 | technical action: individual and
8258 | teamwork;

S ills: uri ui ui is of instructi i
2 28 Z | hasthe skills: measuring a required | builds on the basis of instructions (series of
8w £ u ial, i ictures, i Wi vehi

> E © | amount of material, assembling of ctures, schematic drawings) a vehicle or
ES+ § i , using si ine, includi i
£SLE lastic models, using simple machine, including collecting the necessar
8 + | instructions and drawing diagrams; | elements (components, motors, sensors);

cares about her/his safety and that of others:
maintains tidiness and order around her/him in the
workplace; cleans up after herself/himself and
helps others maintain tidiness.

tidies up his workplace, sorts parts needed to
build a robot.

Source: Own work
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What is equally important is the fact that robotics classes can be associated with the implementation of
group educational projects (short or long term, inherently interdisciplinary), which are recommended as a
form of work with students already at primary school level and required — at high school level.

The Council for the Informatization of Education at the Ministry of National Education (Poland), on 18
June 2015, presented the proposed changes to the current IT core curriculum. The Council’s proposal has
been made available on the Ministry website for consultation (until the end of October 2015).

The Council adopted the final form of the proposal at its meeting on 10 December 2015. Account was
taken of all the opinions submitted during the consultation and reported on several meetings with teachers in
Poland and meetings of experts, as well as abroad.

According to the Council for the Informatization of Education, one of the goals of universal information
education is to improve the relevance and importance of computer science as an independent discipline as
perceived by students and society (...). Early contact at school with computer science and programming
should give students the idea of the richness of this field and its applications in other subjects and areas, and
to stimulate interest and motivate the choice of future education and a future career in this direction.

Members of the Council are proposing to include, in specific requirements for computer classes for the
first stage of general education (among other things), certain provisions in favour of robotics. For example,
the proposal states that the student:

« creates a command (command sequence) for a specific plan of action and to achieve the
objective; in particular, performs or programmes these commands in a computer application;

» programmes visually simple situations (...) according to his/her own ideas and the ideas
developed together with other students, other (Council for the Informatization of Education 2015)

The proposals of the Council for Informatization of Education confirm the advisability of the use of
robots (more broadly: creative toys) in the teaching process.

Legal documents on Robotic and STEM education at school include: Ukrainian decree No 188 of
29.02.2016 on the establishment of a working group for the implementation of STEM-education in Ukraine;
Regulation of the Ministry of Education and Science of Ukraine of July 2, 2016 Ne 759 on carrying out
experimental work at municipal educational institutions”; Educational Complex Ne 141 "Educational
Resources and Technological Training" in Kyiv (pre-school - school degree - specialized School second
degree with in-depth study of foreign languages and information technologies - technological Lyceum) "for
2016-2021 years, with approved experimental work on "Creation and testing of methodology system of
teaching the basics of robotics as part of STEM-education."
c. The website of the Institute of Modernization of Educational Content, STEM-education Department, lists
only the following documents:

Laws of Ukraine

On education

On preschool education

On general secondary education

On school education

On higher education

On innovation

On scientific and technical activity

Age of children at primary school in Poland — 6-12 or 7-13 years old. In Ukraine: 6-10 or 7-11.

2.2 Methodology and Selected Results

The study was carried out with the participation of 91 primary school teachers and future teachers in the
province of Silesia and the University of Silesia Poland and Ukraine and Borys Grinchenko Kiyv University.
The survey contained 15 questions about the pedagogical research "Robotics and children." The study was
carried out to determine the needs of modern education to introduce the basics of robotics in the educational
process of primary school.

2.2.1 Question 1. Do you think that it is interesting for Children to create a Robot by
Themselves?

The respondents were allowed to choose one answer out of the answers as shown in Figure 2 (for Poland and
Ukraine, respectively); they were also able to provide their own — by selecting "Other".
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M Yes, it develops and M Yes, it develops and
motivates children motivates children
7,3% Yes, it keeps the children's 1,6% 0,0% Yes, it keeps the children's
11,9% interest (interest does not interest (interest does not

19,5%

disappear) disappear)

M Yes, with the help of adults M Yes, with the help of adults

8,6%
M It does not have an effect M It does not have an effect
20,2% on children’s interests on children’s interests
70,3%
59,6% M Other W Other
(a) Poland (b) Ukraine
Figure 2. Respondents’ answers to the question “Ts it interesting for children to create a robot by themselves?” (a) Poland

(b) Ukraine

Source: Own work

Almost 80% of the respondents in Poland and almost 79% of the respondents in Ukraine thought that
development, motivation to work and continuing interest of children were possible benefits to be derived
from building robots. The first two answers are in a different ratio in relation to each other: 3:1 (Poland), 8:1
(Ukraine).

2.2.2 Question 2. What part of the Foundations (bases) of Robotics should be offered in
Primary School?

In this question respondents were allowed to choose one or more from the following options (Figure 3):
A. Design; B. Construction; C. Algorithmization; D. Programming.

0% 10% 20% 30% 40% 50% 60% 70% 80% 90%

G(J,l%

81,3%

M Poland Ukraine

Figure 3. Respondents’ answers to the question “What part of the foundations (bases) of robotics should be offered in
primary school?”
Source: own work
Both in Poland (over 66%) and Ukraine (over 81%), respondents pointed to construction, as the activity
associated with the creation of robots, which — according to them — is the best for elementary school pupils.

2.2.3 Question 3. What Competencies Useful in Life can be developed in Children while
teaching the Basics of Robotics?

Respondents were allowed to choose multiple answers.

A. The skill of formulating one’s own goals.

B. The skill of (the ability to) independent learning.

C. Solving specific problems.

D. Ability to work in groups, sharing experiences.

E. Ability to see the problem, find ways to solve it, generating ideas, planning and organizing activities
F. Forming a type of thinking is useful for solving practical problems unconventional (critical thinking)
G. Taking responsibility.

H. Use of ICT.

I. The ability to reflect (the process of self-examination of activities and their results)
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Almost half of the respondents in Poland indicated the skills (the ability to) independent learning (B) and
on the ability to work in groups, sharing experiences (D) as a useful life competencies formed during the
course of robotics.

Among Ukrainian respondents: almost 70% of respondents indicated the ability to work in groups,
sharing experiences (D); almost 58% — on the formation of the type of thinking is useful for solving practical
problems unconventional (F) and almost every other respondent — the ability to formulate their own
goals (A). The results of this question are presented in Table 3.

Table 3. Respondents’ answers to the question “What competencies useful in life can be developed in children while
teaching the basics of robotics?”

A B C D E F G H |
Poland 44,0% 47,7% 45,9% 48,6% 37,6% 31,2% 32,1% 17,4% 21,1%
Ukraine 49,2% 45,3% 32,8% 69,5% 46,9% 57,8% 33,6% 37,5% 32,0%

Source: Own work

2.2.4 Question 4. What Professional Competence can be developed in Children while learning
the Basics of Robotics?

Respondents were allowed to choose more than one answer, and also to specify their own answer — by
selecting “Other”.
A. The personal ability to create models of objects (construction).
B. Understanding basic concepts of algorithms (creating algorithms for different performers).
C. Programming skills (the command to execute, written in a specific programming language).
D. Increase interest in science, the directions of technical (engineering) and informatics.
E. Ability (Skills) to work with computer.
F. Ability (Skills) to work with the use of ICT tools while performing complex tasks.
G. Ability (Skills) to logical thinking.
The results of this question are shown in Table 4.

Table 4. Respondents’ answers to the question “What professional competence can be developed in children while
learning the basics of robotics?”

A B C D E F G
Poland 64,2% 40,4% 48,6% 45,0% 53,2% 21,1% 45,9%
Ukraine 80,5% 46,9% 46,9% 53,9% 48,4% 44,5% 75,0%

Source: Own work

Respondents in Poland preferred the option: the personal ability to create models of objects (A) as a
substantive competence shaped by the science of robotics.

More than half of the respondents indicated the ability to work with a computer (E) as a substantive
competence shaped by science, robotics, but only every fifth respondent combined robotics with the ability to
work with the use of ICT tools (ICT) while performing complex tasks (F).

The respondents in Ukraine (as in Poland) most often preferred the option: the personal ability to create
models of objects (A) as a substantive competence shaped by science, robotics (more than 80% of the
responses, more than 16 percentage points more than in Poland).

2.2.5 Question 5. What Twenty-First Century Skills can be developed in Children while
learning the Basics of Robotics?

Respondents were allowed to choose more than one answer; they were also allowed to specify their own
answer — by selecting "Other".

A. Solving real problems.

B. Critical systems thinking — thinking we use when solving practical problems during the tests (creative
thinking).

C. Communication skills.

D. Effective cooperation.

E. Teamwork skills.

F. Quick search and data processing.
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G. Ability to take responsibility.
H. Being active.
The results of this question are presented in Table 5.

Table 5. Respondents’ answers to the question “What twenty-first century skills can be developed in children while
learning the basics of robotics?”

A B C D E F G H
Poland 35,8% 60,6% 42,2% 48,6% 48,6% 39,4% 31,2% 36,7%
Ukraine 32,8% 63,3% 51,6% 46,9% 53,9% 39,8% 44,5% 18,0%

Source: Own work

For the most part (more than 60% of the responses in Poland and Ukraine), the respondents pointed to
thinking used when solving practical problems during the tests (B) as a twenty-first century skill that can be
developed in children while learning the basics of robotics.

Almost half of the respondents in Poland chose effective collaboration (D) and teamwork (E).

More than half of the respondents in the Ukraine pointed to teamwork (E) and communication skills (C).

2.2.6 Question 6. Is it Necessary to teach children what they like?

In this question the respondents were able to choose one answer from the following (Figure 4):

0,0%

20,0%

40,0%

60,0%

80,0%

Yes, a self-motivated student achieves
better results.

Yes, learning is easier with good
motivation.

No, you must teach only what is
contained in textbooks.

Not everything needs to please, you have
to teach children what is needed.

Children understand the desirability of
teaching, when they become adults.

2,3%
4,6%
3,1%
m Poland

11,09

kraine

51,4‘le

67,2%

Figure 4. Respondents’ answers to the question “Is it necessary to teach children what they like?”
Source: Own work

As can be seen, more than half of the respondents in Poland and more than 67% in Ukraine appreciate the
role of motivation to learn.

After analysing the survey results we found that both active and future teachers in primary schools in
Poland and Ukraine are aware of the need for implementing robotics in order to increase students' motivation.
Competencies which are formed when implementing STEM education have been identified. In Ukraine there
is an urgent need to train specialists who will be able to make learning with robots useful and effective, and
make it atool aimed at popularizing STEM education.

3. CONCLUSION

The article presents issues related to STEM education; it is emphasized that the need to prepare students with
twenty-first-century skills through STEM-related teaching is strong, especially at the elementary level. The
authors stress that workshops, using kits to build and program robots, are a modern form of interdisciplinary
education of children and youth. The rationale for conducting such activities in schools is found in the
European reference framework in the context of training of key competences. Classes in robotics — properly
taught — will have an impact on the development of mathematical literacy and scientific-technical
information and social competences. At the same time, competence is understood to mean a combination of

203

www.manaraa.com



ISBN: 978-989-8533-58-6 © 2016

knowledge, skills and attitudes appropriate to the situation. The results of survey conducted in Poland and
Ukraine among in-service teachers and prospective teachers show that more than 50% respondents
understand the important role of the STEM education and the necessity to introduce it the elementary level
of education by workshops and other activities. These classes and other STEM education activities could
provide successful development of twenty-first-century skills, in particularly key competences.
Simultaneously, still open is the question concerning the comprehensive STEM education of prospective
teachers pursuing pedagogical programmes, in particular in the specialization of early education
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TOWARDS THE SUCCESSFUL INTEGRATION OF
DESIGN THINKING IN INDUSTRIAL DESIGN
EDUCATION
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ABSTRACT

This paper narrates a case study on design thinking based education work in an industrial design honours program.
Student projects were developed in a multi-disciplinary setting across a Computing and Engineering faculty that allowed
promoting technologically and user driven innovation strategies. A renewed culture and environment for Industrial
Design students emphasized seeking functionality and fidelity, user and society value over beauty and form factors alone.
The pedagogical approach sought to determine the new industrial products reality with an increasing contribution by
design thinking and its associated methodologies that are currently advancing typical Industrial Design. In conclusion, the
authors propose a number of reflections as recommendations, which may be useful for educational institutions
contemplating similar curriculum makeovers to their design degrees.

KEYWORDS
Industrial Design, HCI, Design Thinking, and Design Education

1. INTRODUCTION

Industrial Design (ID) was traditionally thought of as a paradigm of constructing, designing and mass
production of physical products. However, currently the discipline from an educational viewpoint finds itself
in a dilemma with the growth of advanced manufacturing, technological advancements and the need for a
maker culture. In Australia this dilemma is further aggravated as industrial design is still greatly geared
towards industrial era manufacturing. Importantly, manufacturing was a traditional stronghold of national
economy and development in the country. However, studies show that sector has fallen progressively.
Awustralian Bureau of Statistics (Kryger, 2014) shows a more complete decline in 40 years to lows of 6.8%
GDP to the period 2012-13. The commercial challenges to the discipline have also mirrored in the various
educational establishments both within and external to Australia.

The lack of clarity, vision and direction of ID Education in the current day and age has been discussed by
many practitioners and researchers; Donald Norman in particular. Norman has pointed out (Norman, 2010)
regarding the challenges of the current times facing Industrial Design Education. He manifests a clear
requirement of Design to be treated as a multidisciplinary domain with borrowings from Science,
Psychology, Computing and Engineering. According to Norman altering the mindset of educators and the
students is difficult and requires changes to the pedagogical setup from the bottom up and designers and
design students are having to engage in the online development of skills which are traditionally not provided
in design curricula. The positioning of Design Education as a research-led endeavor has also been fraught
with various obstacles, with designers unsure of how best to incorporate science and empirical research in
their projects. The reasons of the uncertainty and nature of stalled revamps for Industrial Design programs
has been discussed in research (Bronet et al., 2003), industry and education; including: hosted by and
orphaned into larger non-technical schools (such as Architecture and Arts), disassociation with science and
data, over-indulgence in aesthetics and sketching, dissemination through non-literary and non-conventional
forms, etc. As a consequence, several education programs are initiating curriculum changes to better suit
them to the growing demands of today’s digital and advanced world.
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At the Western Sydney University, within the School of Computing and Engineering, Industrial Design is
one of the key undergraduate programs. The School considers the Industrial Design program to play a central
role binding the other disciplines of Engineering, Computing, Construction and Mathematics. Fresh entrants
to the Industrial Design program usually complete a major in Design and Technology in high school spread
across their final years. To date the focus of this major is primarily on aesthetics, hand crafting of products
and otherwise, drawing and art based skills. Therefore the students upon entry to the Industrial Design
program are unable to rapidly address to the aspects of problem-based design, maker culture or quick and
dirty prototyping. This is in complete contrast to children in primary school who are learning programming
from very young ages (Mitchell, 2015). In order to understand the assimilation of our students to the new
way of thinking and approaching Industrial Design we have begun our efforts of a change in ideology with a
top to bottom approach starting with the more mature final year students. We have trialed an induction of a
design thinking approach and its associated aspects of user-centered design, interactive technology and maker
culture in the 4th year honours/thesis projects.

Design thinking merged with Human Computer Interaction (Ciolfi and Cooke, 2006) - i.e. innovation
driven by the design of interactive technology; can perhaps provide the required thrust to the rather stale
traditional ID education practiced in Australia. In recent years design thinking has created tremendous
awareness and its popularity has expanded across several industries and domains such as business and
management (Dunne and Martin, 2006), social innovation (Dunne and Martin, 2006, Brown and Wyatt,
2015). The intertwining of HCI and design thinking has been of interest in the research community
particularly through the notion of research through design (Zimmerman et al., 2007), where interaction
designers are provided with tools to project and verify their research. Many researchers strongly support and
encourage the free mingling of the two disciplines of HCI and ID (Overbeeke and Hummels, 2012) with
many HCI researchers terming Design led characteristics (such as sustainability, ethics, entrepreneurship,
social responsibility, etc.) as a key pillar of HCI research (the others being technology, cognition and
ethnography) (Blevis et al., 2015). Gradually the two disciplines are converging particularly as HCI
researchers contemplate societal aspects and designers seek to adopt technological developments (Overbeeke
and Hummels, 2012). In addition design thinking and HCI are seamlessly beginning to co-exist through
methodologies such as user-centered design and rapid prototyping in particular across HCI curricula (Culén
and Fglstad, 2014). However we do not find a well-documented account in literature of design thinking based
approach through Industrial Design programs as we intended to follow to reinvigorate our ID curriculum. In
sum, in our pedagogical approach we sought to determine the contribution of design thinking towards
advancing typical Industrial Design final year projects. In this paper we present a case study based account of
two fourth year undergraduate honours projects; co-supervised by two of the authors where we witnessed a
marriage of HCI led innovation surge and design thinking towards industrial design research. We conclude
with reflections and recommendations, which may be useful for educational institutions contemplating
similar curriculum makeovers to their design degrees.

1.1 Our Pedagogical Approach

At the Western Sydney University, Blooms Taxonomy (Bloom, 1971) is dominant throughout the institution
with a variety of influences according to discipline. For Industrial Design, it represents a way to connect and
have a common understanding with other disciplines within the School and university. It brings about
experimentation and playing with ideas as a way of continued prototyping and iteration; reminiscent of the
design thinking based DIY, interaction and maker culture (Lindtner et al., 2014).

The Industrial Design undergraduate degree at the Western Sydney University is offered as a four-year
course with the final year conducted as a year long honours/thesis project. It is worth mentioning that only
students who attain an average grade of credit or above (> 65%) are invited to the honours program and
hence are the best performing students of the course. The honours program is structured as a 70-credit point
embedded degree where students complete a design research project under the supervision of an academic.
The assessment criteria are based around the form and function of a tangible and physical product (model),
which forms the main deliverable of the program besides a thesis document. All assessments are marked by
independent examiners in a peer review format. Students enrolled in the honours program (class strength
typically ranges from 10-12 in number) convene once a week (28 times in a year spread over two 14 week
semesters) for a 2 hour practical lecture followed by a flexible and 4 hour workshop and supervision block. It
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is not uncommon for students to meet with their supervisors outside the timetabled hours. In the case of the
student projects presented and discussed in this paper the first two authors functioned as co-supervisors
whereas additionally the first author was the honours coordinator and the second author the director of
program in ID. Therefore it was possible to transmit the required design thinking and HCI innovation skills
both in breadth (class discussions) and depth (individual supervisory meetings) across the two projects by the
two member supervisory panel.

The following were the main elements of supervision; advice and training provided to the students that
would provide the required level of and support the integration of design thinking and HCI skills:

1. Facilitating User-centered design and acquiring user empathy through:

(a) Training on conducting participatory design and brainstorming work- shops

(b) Formulation of research methodology via IDEO Cards (ldeo, 2003)

(c) Mentoring on how to conduct focus groups, surveys and questionnaires

(d) Guidance on Qualitative Data Analysis using methods such as content analysis and grounded theory

(e) Extensive hands on training on applying for Research Ethics Approvals

2. Inculcate a culture of Quick and Dirty Prototyping by:

(a) Encouraging fast hand sketching of concepts and reduce reliance on rendering and rendered images

(b) Exploring various materials for visualisation of prototypes (foam, cardboard, light timber and paper)

(c) Reducing the tendency of over-obsession with one concept through 2a) and 2b)

3. Promote High fidelity and high functionality by:

(@) Exposure and awareness to Arduino and its sensory possibilities amongst other hardware
programming software using both Arduino (script) and Ardublock (visual) integrated development
environments (IDE)

(b) Instilling a hacking mentality by utilising open source material (off the shelf artefacts, tools, code
exemplars from online resources, etc.)

4. lterative Concept Design and Research Process (a) where possible; iterate through both concept design
and user feedback elicitation to arrive at a set of design guidelines and/or design concepts for further
implementation.

In summary, our supervision, advice and training framework to our students was primarily based on a
design thinking approach including hands-on and action research based approach; i.e. quick and dirty
prototyping, fast hand sketching, rapid prototyping, participatory design and iterative user involvement.

2. CASE: INDUSTRIAL DESIGN HONOURS PROJECT

In this section we document our experiences of supervising and running two separate honours projects where
we inculcated an HCI led and design thinking based methodology. The approach, design methodology and
supervision arrangement of both projects was similar hence we present both endeavours collectively; only
differentiated over our insights acquired throughout each of the steps in the design thinking process. Both
projects were supported and drafted in consultation with a key industrial partner in InfaSecure; based in
Penrith, Australia. The company is primarily concerned with the manufacture of child restraint seats (CRS)
of all types and their associated accessories. In addition the company is involved in the design and innovation
of interactive toys for children, in particular for education and entertainment. The initial drafting of the
research problem for both projects was primarily sourced through secondary research and extensive
discussions with the marketing, R&D and design team of the company. The first project aimed to reduce
driver distraction by leveraging the design of existing child restraint systems so as to inform the driver in a
salient, subtle and discreet manner the well being of their child. The second project aimed to promote
learning through play by investigating the design of sports toys that could promote physical activity and
social responsiveness. Although the industry partner had a key role to play in the design process (elements of
which we elaborate on shortly), the research investigation was carried out by the two Industrial Design
students in house under the supervision of the first two authors. Both projects followed an iterative and user
centered approach as their design process with elements from design thinking sprinkled throughout. This
process is summarised in a flow chart (See Figure 1). Many of the intermediate steps and techniques were
driven by methods from the IDEO method cards. The design space was initially explored and funneled
through semantic maps/concept maps/collages. Thereafter, based on industry feedback and secondary
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research a first set of initial design guidelines were drafted. Using the keywords expressed in the maps and
the set of design guidelines the students were then encouraged to quickly initiate hand-drawn concept
sketches of possible product designs - typically ranging between at least 3-5 concepts per key design feature.
In a typical brainstorming fashion students were advised not to critique their design ideas at this juncture.

Secondary

; Focus group:
research, client

Drafting design Quick and dirty

feedback and
semantic maps

specifications

sketches and
concept boards

Final printing,
electronics

CAD and 3D
printing

session 1

Foam models

)

Basic circuitry

Focus group:

housing and final
session 2

focus group

models

Figure 1. Flow chart of design process

2.1 Low and Hi-Fidelity Prototyping

Prior to obtaining feedback on their concepts from users, a pre-selection of a set of concepts was achieved
through the Questions Options and Criteria Technique (QoC) (Maclean et al., 1991). The outlining of design
rationale allowed the students to explore a wide variety of concepts and ultimately iterate through them.
Thereafter concept boards with rendered sketches were created and evaluated with users (in this case parents
in both projects). By this time the necessary ethics approvals had been attained to conduct primary research
with human participants. We strongly recommended the students to acquire initial feedback even by using
concept boards (See Figure 2). The main aim was to elicit user feedback and user insights as early in the
design process as possible. Hence focus groups were conducted at the site of the industrial partner where they
invited key customers (parents) from their product launch Facebook group. Since this was the first instance
when the team (the students in particular) where engaging with the user; the initial phase of each focus group
aimed to conduct user requirements generation; i.e. what are the current usage patterns of the concerned
devices (Child restraint systems or educational toys), what are the purchasing requirements, what are the
problems faced with the existing devices and are there are any wish lists, etc. The second phase of the focus
group concentrated on discussing the concepts via the concept boards. Qualitative Data was recorded and
insights gained contributed towards the modification of design concepts but also allowed the research team to
rank the concepts in terms of preference. In the subsequent design phase a more hands on approach was
followed and the phase of prototyping commenced. The students incorporated bodystorming (Oulasvirta et
al., 2003) with anthropometric analysis (Kroemer et al., 2001) and foam modeling to envision their intended
prototypes and the environment they expected the products to be deployed in. In the child restraint project a
dummy wooden interior of a car was crafted to and foam models were extensively created to allow a tangible
representation of the design ideas (See Figure 3).

p—
I

2 ) | Vg
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Figure 2. Concept Boards and Foam Models

In the second half of the project the students began to concentrate on developing their prototyping skills
using Arduino. Both students did not have a strong programming background so the initial learning activities
were built around the visual software ArduBlock with eventual transitions to using the standard Arduino IDE.
In addition, the supervisory team and the students co-created and coded several off the shelf examples
together to gain a sense of programming with electronics. Deliberately we did not force the students to
envision the integration of the electronics into their final product but rather persuaded them to play around
and experiment with their circuits. This led to the creation of many un-cased and breadboard based circuits,
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which proved to be very useful for demonstration purposes (See Figure 3). Such circuits and demos were
quick to assemble and dismantle which allowed the students to persist with their iterative design process and
consequently showcase not one but several prototypes. The current phase was ripe for further user
intervention and a second round of focus groups was conducted where the more tangible prototypes were
displayed (foam models and circuit demonstrations). The focus groups were again conducted at the site of the
Industrial partner with the relevant target group and were utilised to further hone in on the final design
concept. The final model of the child restraint seat was a subtle awareness system that would transmit the
environmental temperature of the child through a change in color of LED strips (blue indicating a cool
ambience; red indicating hot, etc.). In the learning through play project a toy cricket bat was designed that
would give force/audio/visual feedback on the quality of the shot by the child.

\'

Figure 3. Arduino open circuits

Utilising insights gained from the second round of user evaluations a final design concept was converged
to and the phase of final prototyping commenced. Key decisions at this iteration revolved around material
analysis, structural requirements, housing of electrical components and resolution of finalised look and
feel/aesthetics. Detailed component sketching led to the creation of Initial Computer Aided Design (CAD)
models (of a reduced scale initially) which were then rapid prototyped (See Figure 4). The students had a
wide range of 3D printers at their disposal, which allowed for customised 3D printing; such as low cost prints
for initial CAD models. The basic CAD models enabled trying out casing and the layout of the electronics
(See Figure 4). The final CAD models were then prototyped using high quality 3D printers (Objet) and the
electronic components were subsequently integrated through soldering (See Figure 4). Final round of user
evaluations with the developed models was conducted as focus groups to determine the success of the
prototypes and identify future design recommendations. As with the other focus groups these concluding
sessions were also conducted at the site of the industrial partner.

Figure 4. L to R: intermediate 3D printouts and electronic casings - toy bat only; Final renderings and images of
completed product - both products

3. RESULTS AND REFLECTIONS

The discussed design process in Industrial Design projects is now reflected upon and reflections are
presented which are of value to other Industrial Design academics and practitioners. We followed a distinctly
radical design approach to conventional Industrial Design projects as conventionally executed in our faculty.
There was a clear preference and emphasis on striving for functionality over aesthetics and other form based
factors. Aesthetics is an important principle but one which we encouraged students to pursue towards the end
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of their project. We collectively infused creative intelligence into the projects as a joint design team (industry
partner, us as supervisors, non ID academics as experts and the students as designers); providing further
evidence that design thinking is best applied within a multidisciplinary team (Seidel and Fixson, 2013). We
generally achieved positive and encouraging outcomes through the application of design thinking in our 1D
program. Additional reflections and experiences with regards to the design process are outlined hereunder.

3.1 Human Ethics

Being based in Australia our faculty is bounded by the requirements of ethics approvals for any research
involving human participants. The process involves red-tape and can be a burden for undergraduate students.
In this particular instance we as supervisors facilitated the students so that their ethics approval was attained
early on in the project. Both of our projects involved preschool children as one of the key stakeholders;
however obtaining ethics approval to conduct research with children in our institute is relatively complex and
would have been difficult to resolve within the timeline of the projects. Alternatively all research was
conducted with parents as the other half of the target market. We are of the opinion that ethics is an issue of
being professional rather than documenting several pages with methodological details. A middle ground will
be ideal for undergraduate students especially design students where involving the user at every iteration is
imperative. We are in discussions with our Human Ethics once with the aim to explore and finalise a possible
program ethics approval spanning the entire honours course structure.

3.2 Quiality of Design Process and of End Product

In general the students appreciated the design process and were positive about the focus on hands on
activities that provided them with quick and tangible results. Traditionally the ID program at our institute
instills a great deal of emphasis on sketching hence the students were well equipped with the required
drawing abilities. However their initial tendencies were to pursue finished and rendered sketches; it was only
after cajoling from the supervisory team that they felt more comfortable with free hand sketching. The IDEO
Method cards allowed a wide array of methodological possibilities and relevance of a method to their project
was easy to establish. Involving the user at every iteration was a slightly unknown proposition to the students
(a known tendency in ID students (Eroglu et al., 2013)) and we encouraged the students in holding mock
focus groups to practice and finalise their study protocol. In addition, both students were comfortable with
hands on activities, prototyping and CAD modelling. The students were constantly reminded that evaluations
could also be conducted with unfinished products or rough prototypes. Evaluation with quick and dirty
prototypes (concept boards, foam models and open Arduino circuits) led to rich and engaging feedback from
the target user group, which were rapidly absorbed by the students to their design concepts. The students
were also content with delaying the CAD development towards the end until design choices were finalised.
During the user feedback elicitation stages the students were not attached or obsessed with one concept;
ultimately allowing them to readily and rationally process design modifications in an unbiased manner. By
enhancing the decision-making opportunities for the students in the design process we noticed that they
developed a sense of ownership and responsibility with regards to the project.

The outcomes of the project were also successfully evaluated from both an academic and commerc